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Editorial introduction

Searching for answers to the questions of what and how, analysing pheno-
mena, and verifying theories – these are the ongoing tasks of scientists. The 
current issue of Economics and Business Review includes five articles. They 
were written by seven authors, who work in the Czech Republic, Poland, Chad, 
Spain, and the United Kingdom. The papers delve into finance and economics, 
building on the formation of expectations, investor sentiment, financial inc-
lusion, economic growth, and game-theory behaviour. Although the articles 
cover various topics, there is one word that connects them all—information. 
Historical information, responses to information, access to information, and 
information processing form the foundations of the papers described below. 
The editors believe that their practical and theoretical contributions will be 
of great interest to academics and policymakers.

The current issue opens with an article by Aleš Kresta and Michaela 
Sedláková (How initial price history influences expectation formation in mul-
ti-asset experimental markets: An exploratory case study), which explores 
the role of initial price history in shaping expectations in financial markets. 
Based on Learning-to-Forecast experiments involving multiple risky assets, the 
study provides evidence that stable initial price paths reduce asset volatility 
and enhance coordination among participants. It further demonstrates that 
initial correlations between assets, particularly negative dependencies, can 
exert a lasting influence on price dynamics, even when long-term indepen-
dence is assumed. These findings contribute to the fields of behavioural and 
experimental economics and may prove useful to policymakers interested in 
how historical context shapes market expectations and behaviour.

The second article, What makes stocks sensitive to investor sentiment: 
An analysis based on Google Trends by Adeel Ali Qureshi, investigates the 
relationship between investor sentiment—measured via Google Trends—and 
stock trading behaviour. Using a custom-built sentiment index based on se-
arch volume for business-related keywords, the study analyses 500 random-
ly selected U.S. firms from 2018–2022. Companies are categorised by size, 
age, profitability, and dividend policy. The results show that Google Trends is 
an effective proxy for investor sentiment as reflected in relative trading vo-
lume. Furthermore, firms that are small, young, unprofitable, and non-divi-
dend-paying are significantly more affected by investor sentiment than their 
opposites. These findings provide valuable insights for both investors and re-
searchers applying sentiment analysis in financial forecasting.
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The third article, Financial inclusion, remittances and household con-
sumption in sub-Saharan Africa: Evidence from the application of an en-
dogenous threshold dynamic panel model, authored by Mahamat Ibrahim 
Ahmat-Tidjani, examines the complex relationship between access to formal 
financial services and household welfare in sub-Saharan Africa. Using an in-
novative endogenous threshold dynamic panel methodology applied to data 
from 28 countries, the study reveals that the impact of financial inclusion on 
household consumption is not uniformly positive but depends critically on 
remittance flows. The research demonstrates that remittances act as a key 
moderating factor, creating distinct regimes where financial inclusion either 
complements or substitutes for remittance flows in affecting household we-
lfare. Below certain remittance thresholds, financial inclusion and remittan-
ces work together to boost consumption, while above these levels they ope-
rate as substitutes, potentially reducing consumption expenditures. These 
findings challenge conventional assumptions about the universally beneficial 
effects of financial inclusion and provide important insights for development 
practitioners and policymakers seeking to optimise financial sector policies 
in the region.

The fourth article, Economic growth in the European Union: Exploring the 
role of innovation and gender, authored by Vicente J. Coronel and Carmen 
Díaz-Roldán, investigates the complex relationships between human capital, 
employment in high-tech sectors, and economic growth across EU member 
states, with particular attention to gender dynamics and innovation levels. 
Using dynamic ordinary least squares methodology applied to data from 27 
European Union countries over 2008–2021, the study reveals that the impact 
of innovation-related factors on economic growth varies significantly depen-
ding on countries’ innovation performance levels. The research demonstra-
tes that employment in high-tech sectors serves as the primary driver of eco-
nomic growth in highly innovative countries, while unexpectedly finding that 
R&D expenditure, particularly in higher education, shows negative effects 
on growth. Notably, the study uncovers important gender disparities: while 
women with higher education levels contribute more strongly to economic 
growth than their male counterparts in most country groups, their partici-
pation in high-tech employment remains lower overall. These findings provi-
de valuable insights for policymakers seeking to optimise innovation strate-
gies and address gender imbalances in technology-driven sectors across the 
European Union.

The final paper of the issue, Game-theory behaviour of large language 
models: The case of Keynesian beauty contests, authored by Siting Estee 
Lu, investigates the strategic behaviour of large language model (LLM)-based 
agents in economic games. Focusing on the classical beauty contest game, the 
study evaluates how different LLMs, characterised by varying levels of strate-
gic reasoning, interact in one-shot and repeated settings. The results reveal 
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that LLM-based agents generally exhibit lower levels of reasoning than hu-
mans but still demonstrate convergence toward Nash equilibrium in repeated 
games. These findings are relevant to scholars exploring artificial intelligence 
in behavioural economics, and to practitioners interested in the application 
of LLMs as strategic agents in competitive and algorithmic environments.

Joanna Lizińska
Katarzyna Schmidt-Jessa

Konrad Sobański
Lead Editors





How initial price history influences 
expectation formation in multi-asset 

experimental markets:  
An exploratory case study

 Aleš Kresta1  Michaela Sedláková2

Abstract

We present an exploratory study on expectation formation 
in a controlled experimental setting. Participants predicted 
the prices of three risky assets, with their key information 
being the initial price history. Our research investigates the 
impact of the initial price history on overall price dynamics 
and the participants’ coordination. We provide tentative 
evidence highlighting several key points. Firstly, a stable ini-
tial price history reduces asset price volatility. Secondly, the 
correlation between assets during the initial price history 
is crucial for price dynamics. Notably, two assets exhibited 
strong negative dependence, which significantly influenced 
participants’ expectations. It is important to note that this 
dependence persisted in subsequent price evolution. In gen-
eral, the initial price history played a pivotal role in shaping 
participants’ expectations. Given the exploratory nature of 
this study, we acknowledge that these findings are prelimi-
nary and should be interpreted with caution. We also point 
to ways for future research to validate our initial findings.
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Introduction

Expectations play a crucial role in shaping economic behaviour, influenc-
ing decision-making, and driving market outcomes. Throughout history, there 
have been many examples of speculative asset markets, where assets are 
traded at prices substantially higher than their fundamental value. Notable 
recent examples include the dotcom bubble of the late 1990s, the US hous-
ing market bubble in the early 2000s, and the bitcoin surge in 2017, followed 
by a dramatic collapse in 2018. Traders often purchase assets they consider 
overpriced with the expectation that their prices will continue to rise, therein 
aiming to profit from the anticipated capital gains. For instance, Barberis et al. 
(2018) suggest that trend extrapolation is a key factor in explaining bubbles in 
the stock, housing, and commodity markets. Gaining a deeper understanding 
of how expectations are formed can markedly enhance our understanding of 
financial market behaviour.

One way to study expectations is through the analysis of survey data. Case 
et al. (2012) demonstrate that homebuyers’ expectations about future chang-
es in house prices are strongly influenced by past trends. Essentially, buyers 
expect that recent patterns of price appreciation will continue. Greenwood 
and Shleifer (2014) provide survey evidence showing that investors’ expec-
tations of stock market returns are heavily influenced by past performance, 
highlighting strong extrapolation, particularly during the dotcom bubble. 
Overall, these studies emphasise the role of trend extrapolation in shaping 
market expectations and contributing to the formation of bubbles. However, 
survey data research faces challenges in measuring expectation rules, as the 
underlying economic fundamentals and the information available to forecast-
ers cannot be controlled.

Alternatively, expectations and bubble formation can be studied in an exper-
imental setting. In Learning-to-Forecast (LtF) experiments, participants act as 
financial forecasters and are repeatedly asked to predict the price of an asset. 
The predictions made by participants are used to determine optimal trading 
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decisions, with the resulting market price emerging from the aggregation of 
these forecasts. Once all individual predictions are collected, the market price 
is calculated using a computer algorithm, and this process is repeated over 
many consecutive periods. Participants are financially rewarded based on the 
accuracy of their forecasts, giving them a strong incentive to predict prices as 
precisely as possible. This setup allows researchers to collect valuable data on 
how participants form expectations and how these influence market dynamics.

In many previous LtF experiments with positive expectation feedback 
systems, the formation of price bubbles has been a common phenomenon. 
Hommes et al. (2008) investigated expectation formation in a stationary as-
set pricing experiment, where the rational expectations of the fundamental 
price was constant. Despite this, significant price bubbles often occurred in 
most of their experiments, sometimes 16 times in excess of the fundamen-
tal value. Another example is the study by Bao et al. (2020), which examined 
bubble formation in larger groups. Their results showed that prices exceed-
ed the fundamental value by up to 15 times. These bubbles were primarily 
driven by positive expectation feedback, with participants generally highly co-
ordinated and following a common prediction strategy. While these studies 
provide valuable insights, they primarily focus on markets with a single asset. 
Experiments involving multiple assets could offer deeper insights into how 
expectations and market dynamics evolve in more complex environments.

In this paper, we investigate bubble formation and the impact of initial price 
history in a multi-asset market using the Learning-to-Forecast experiment. 
The experimental framework builds on Anufriev et al. (2022), where partici-
pants were provided with the initial price history of a risky asset. Our exper-
iment expands the investment options to include three distinct risky assets, 
each with a different initial price history. In doing so, we address a gap in the 
current literature, which predominantly examines single-asset markets. The 
controlled experimental environment enables us to observe and analyse the 
dynamics of expectation formation and market behaviour in a more realistic, 
multi-asset setting.

Our main experimental results are as follows. We conducted six experi-
ments, which provide valuable insights and serve as case studies to explore 
the impact of initial price history on asset price dynamics in a multi-asset 
market. Firstly, we observed the formation of bubbles even in a multi-asset 
market setting. Secondly, assets with a stable initial price history exhibited 
lower volatility, suggesting that initial price history is crucial for predicting fu-
ture price fluctuations. Additionally, strong negative asset dependence, ev-
ident in the initial price history, persisted in subsequent price movements, 
highlighting its pivotal role in price dynamics. These findings underscore the 
importance of initial price history in shaping subsequent market behaviour.

The remainder of the paper is organised as follows: Section 1 reviews the 
literature, Section 2 presents the experimental design, and Section 3 outlines 
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the hypotheses. The results are presented in Sections 4 and 5. In Section 6, 
we discuss the limitations and possible extensions. The final Section offers 
conclusions.

1. Literature review

Since the influential works of Muth (1961) and Lucas (1972), the ration-
al expectations (RE) hypothesis has been the standard framework for mod-
elling expectation formation. The core idea behind rational expectations 
is that individuals make decisions based on all available information, and 
their expectations are, on average, correct. However, the limitations of the 
rational agent paradigm are well documented, as it unrealistically assumes 
perfect knowledge of the economy. More critically, RE models often conflict 
with empirical data. Many studies show that expectations frequently devi-
ate from rational expectations, tending to be extrapolative or influenced by 
various biases (e.g., Bacchetta et al., 2009; Coibion et al., 2018; Greenwood 
& Shleifer, 2014; Vissing-Jorgensen, 2003). Additionally, these models are 
often inconsistent with behaviour observed in laboratory experiments in-
volving human subjects.

As a result, a shift occurred towards an alternative behavioural perspective, 
where agents exhibit bounded rationality and incorporate elements of psychol-
ogy into their decision-making processes. An influential contribution to this 
view comes from the work of Tversky and Kahneman (1974), which laid the 
groundwork for understanding how psychological factors influence judgment 
and behaviour. Within the broader framework of behavioural finance, various 
psychology-based trading and behavioural modes have been identified, includ-
ing positive feedback, trend extrapolation, noise trading, overconfidence, and 
overreaction. Another alternative theory is the concept of adaptive expecta-
tions, in which boundedly rational agents adjust their expectations about the 
future based on past experiences. For a detailed overview, see Sargent (1993) 
and Evans and Honkapohja (2001). A complementary approach to understand-
ing expectations involves heuristic models, such as those with heterogeneous 
expectations developed by Brock and Hommes (1997, 1998) and Anufriev et 
al. (2019). In these models, agents do not always rely on strict rationality; in-
stead, they employ simple heuristics to form their expectations.

Bubbles in asset markets have been extensively studied in various experi-
mental settings. A seminal study by Smith et al. (1988) conducted a laboratory 
experiment in a double auction market, where participants traded a hypothet-
ical asset that paid uncertain dividends over 15 periods. In this market, partici-
pants differed only in terms of their stock holdings and cash endowments, with 
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no information asymmetry present. Despite the absence of these imbalances, 
bubbles emerged in most of the experiments, with asset prices diverging signif-
icantly from their intrinsic values. Since Smith et al. (1988), numerous follow-up 
studies have reinforced these findings. For comprehensive reviews, see Palan 
(2013) or Nuzzo and Morone (2017). Overall, these experiments demonstrate 
that market bubbles can arise even under simple conditions, a result that has 
been consistently corroborated by subsequent research.

Several studies have explored the dynamics of multiple asset trading in 
double auction environments. For instance, Fisher and Kelly (2000) studied 
foreign exchange markets, examining the impact of asset correlation on pric-
ing. Their results showed only minor deviations in pricing, suggesting that sub-
jects traded to eliminate arbitrage opportunities. Chan et al. (2013) extended 
this work by exploring how differentiating characteristics, such as maturity 
length and dividend processes, affect asset prices, and found that differen-
tiation helps mitigate bubbles. For an overview of market experiments with 
multiple assets, see Duffy et al. (2022). These studies collectively highlight the 
importance of asset correlation and market structure in understanding price 
dynamics and bubble formation in multi-asset markets.

Learning-to-forecast (LtF) experiments are used to study expectation for-
mation in various economic settings. This approach was first introduced by 
Marimon et al. (1993), who examined the existence and robustness of price 
volatility in experimental overlapping generation economies. LtF experiments 
are often focused on asset pricing, where participants take on the role of 
professional forecasters (Hommes et al., 2005, 2008). More recently, these 
experiments have expanded into the field of monetary economics. For ex-
ample, LtF experiments have been used to study the effects of central bank 
communications on economic expectations (Kryvtsov & Petersen, 2021) and 
expectation formation in situations where nominal interest rates are close to 
zero (Arifovic & Petersen, 2017; Hommes et al., 2019). Hommes (2011) pre-
sents a review of LtF experiments in different economic settings and a com-
prehensive review can also be found in Bao et al. (2021).

LtF experimental markets may exhibit either negative or positive feedback. 
In a market with positive (negative) expectation feedback, a higher average 
expectation of future prices results in a higher (lower) realised market price. 
Heemeijer et al. (2009) demonstrate that the type of expectation feedback 
alone leads to significantly different behaviour in aggregate prices. They find 
that with negative expectation feedback, prices converge rapidly to the funda-
mental value, whereas positive expectation feedback results in large fluctua-
tions and persistent deviations from the fundamental value. Similar results are 
reported by Bao et al. (2012), who investigate the behaviour of realised prices 
in positive and negative feedback systems following unanticipated changes in 
the fundamental price. Colasante et al. (2019) also find comparable effects. 
A general conclusion from the LtF literature is that participants are more like-
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ly to learn the rational expectations equilibrium in markets characterised by 
negative feedback systems.

Our paper also examines the impact of initial price history on market be-
haviour, a topic that has been explored by only a few papers. Hennequin 
(2021) conducted a two-stage experiment where one participant and five ro-
bots created either a stable or bubbly market in the first stage, followed by 
a second stage where only humans participated. The experiment found that 
initial market conditions extensively influenced later price dynamics, with the 
occurrence and emergence of bubbles being typical for groups that experi-
enced large fluctuations in the first stage. Anufriev et al. (2022) explored the 
effect of investment horizon on asset price volatility. Participants were shown 
a price history with either stable or volatile development. Unlike Hennequin’s 
experiment, participants in this study only observed past developments. Their 
results showed that stable historical prices led to lower volatility, regardless of 
the investment horizon. Both studies highlight the importance of initial con-
ditions and historical stability in determining future market behaviour, which 
is a theme also relevant to our research.

There are also other related papers that investigate how the price paths 
of stocks influence investor behaviour and market dynamics. Grosshans and 
Zeisberger (2018) demonstrate that investor satisfaction and risk preferenc-
es are significantly influenced by the price path through which returns are 
achieved, highlighting the importance of the sequence of returns in shaping 
investor behaviour. Borsboom and Zeisberger (2020) analyse various price 
path characteristics and their influence on risk perception, return beliefs, 
and investment propensity, revealing that salient features such as highs, 
lows, and crashes are the most influential drivers of perceived risk. Together, 
these studies underscore the pivotal role of historical price paths and indi-
vidual perceptions in shaping market dynamics and investor behaviour, sug-
gesting that both initial conditions and psychological factors are key deter-
minants of asset prices.

In our study, we also explore the effect of correlation in a multi-asset 
market. Recent experimental studies in the banking sector have provided 
valuable insights into the dynamics of contagion and the role of correla-
tions in influencing participant behaviour. Chakravarty et al. (2014) demon-
strated that even when banks’ liquidity levels are independent, depositor 
behaviour at one bank can still influence behaviour at another bank due 
to panic-based contagions. Similarly, König-Kersting et al. (2022) explored 
the impact of disclosure about bank fundamentals on depositor behaviour, 
finding that while transparency can enhance stability for strong banks, it 
may have adverse effects on weaker banks, especially when there are in-
terbank linkages. These findings underscore the importance of initial corre-
lations and information dissemination in shaping participant expectations 
and subsequent behaviour.

12
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2. Experimental design

In this section, the experimental design is introduced. Six experiments 
were conducted at the VSB—Technical University of Ostrava during October 
and November 2022 and April and May 2023. A total of 75 students from the 
Faculty of Economics participated in these experiments, with the group siz-
es ranging from 9 to 17 students. The aim was to run sessions with groups of 
approximately 15 participants, due to the maximum number of 20 computers 
available. To avoid cancelling a session because of insufficient participants, the 
group size was flexible. A session would start if 8 or more participants arrived 
on time. Six sessions were held, with the following attendance: 11, 9, 15, 9, 
13, and 17 participants in sessions EXP1–EXP6. No sessions were cancelled. 
The experiments took place in a computer classroom, where all participants 
operated within the same market throughout the entire experiment. At the 
beginning of each session, participants received detailed instructions, includ-
ing printed copies (see Appendix A), and were familiarised with their task. No 
communication was allowed between participants during the experiment. 
After completing the experiment, students filled out a questionnaire and re-
ceived payment based on their ranking.3 The payment amounts ranged from 
50 to 700 CZK (roughly from 2 to 28 EUR) and the ranking was determined by 
their average prediction error.

The experimental design is based on the typical LtF experimental set-up 
and the present value model of asset pricing is used, see Brock and Hommes 
(1998) and Hommes (2011) for an overview. In this model, mean-variance in-
vestors divide their wealth into risk-free and risky assets. The gross return of 
a risk-free asset is R = 1 + r > 1 and all risky assets pay an IID dividend with 
mean y each period. The market-clearing price pt, a of asset a in time period t 
is defined according to Anufriev et al. (2022) as follows:

 ( ), 1, ,
1

(1 )
f fe

t a a t a a t ap p p p ε
r += + − −

+
  (1)

 3 We selected tournament selection to incentivise participants effectively. Tournament 
incentives, where compensation is tied to the rank obtained within a group rather than abso-
lute performance, are common in financial markets. Fund managers, for example, are often 
evaluated based on their performance relative to peers or benchmarks, with new fund in-
flows typically concentrated in the most successful funds (see, e.g., Chevalier & Ellison, 1997). 
Furthermore, recognising the potential risks of setting incentives too low, which would demo-
tivate the participants to continue in the experiment once they found this out, we decided 
to use tournament selection. For instance, in Anufriev et al. (2022) and Bao et al. (2020), the 
researchers had to increase show-up fees ex-post due to low payoffs. We believe that this ap-
proach strikes a balance between introducing competition and maintaining appropriate par-
ticipant motivation.

13



Economics and Business Review, Vol. 11 (2), 2025

where pa
f is fundamental value of particular asset a, r is discount factor, pe

t+1, a  
is average expectations about price of asset a in the period t + 1, and εt, a is 
a small random outside supply of the asset from noise traders.

It is obvious from equation that the market price pt, a is a weighted aver-
age of the fundamental value and average expectations for the period t + 1. 
If an increase in price is expected in the future, it increases the demand in 
the current period as well as the current price. This is called positive expec-
tations feedback. The rational equilibrium is given by the fundamental value 
of the asset.

Participants are introduced to the experiment in the following manner: 
Participants play the role of a financial forecaster for a pension fund that 
needs to optimally invest a large amount of money for one period. The pen-
sion fund has several investment options: risk-free asset and three risky as-
sets. The instructions explicitly state that the risky assets are not correlat-
ed in the long term.4 In the case of risk-free asset, the money is invested 
in a government bond which pays a fixed interest rate of 5%. Alternatively, 
a pension fund can allocate funds to shares of indefinitely lived risky assets. 
These risky assets are associated with uncertainty about future prices and 
dividends. The dividends are independently and identically distributed with 
a mean of $10 per period. Since participants know the numerical values of 
the interest rate and dividends, they have sufficient information to poten-
tially determine the fundamental value of risky assets. For comparability and 
simple visualisation during the experiment, all assets share the same funda-
mental value of $200.

The participants’ task is explained as making a prediction of future asset 
prices, based on which the pension fund will make investment decisions. The 
instructions do not specify the exact pricing equation in accordance with the 
standard practice of LtF experiments. However, some characteristics of the 
market are described. For instance, a higher price forecast leads to an in-
creased demand for assets, and several funds influence total demand. As in 
Anufriev et al. (2022), participants receive an asset price history at the be-
ginning of the experiment (see Figure 1) and we focus on the impact of ini-
tial price history on expectation formation. However, our research examines 
this effect in a multi-asset market. With the increased number of risky assets, 
participants can compare price developments of all assets in the market.

 4 As previously mentioned, instructions were read aloud and clarified with examples to 
explain the meaning of long-term asset uncorrelation. Furthermore, all participants were from 
the Faculty of Economics and had completed relevant courses on correlation, including the dis-
tinction between the long run and short run. Given their academic background, it is reasonable 
to assume that participants understood this distinction. However, to ensure comprehension 
and address any potential misunderstandings, future research could incorporate a quiz where 
participants must answer questions concerning the correlation between assets.
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During the experiment, the participant’s available information for the price 
prediction of the period t + 1 in period t consists of:

 – past realised prices up to period t – 1,
 – participant’s previous price predictions up to period t,
 – participant’s total average error as well as average errors for particular 

assets.

Figure 1. Initial price history for all risky assets

Source: own work.

Figure 2. Screenshot of the experimental interface

Source: own work.
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Once all predictions from all participants for period t + 1 were received,5 
the realised price of assets for the current period t was determined according 
to equation and this was repeated for all 50 consecutive periods. An example 
of the experimental screen during the experiment is presented in Figure 2.

3. Hypotheses

In our experiment, the rational expectations equilibrium is represented 
by the fundamental value of assets. However, previous experiments have 
shown that asset prices often deviate from this fundamental value, leading 
to the formation of price bubbles and crashes. These price discrepancies arise 
because participants’ individual forecasts, though not visible to one anoth-
er, tend to be highly coordinated within the same group. The alignment of 
individual forecasts within a group causes asset prices to diverge from their 
fundamental value, challenging the applicability of the rational expectations 
equilibrium as an explanation for observed price dynamics.

We focus on the effect of initial price history on asset price dynamics in 
a multi-asset market. Previous experiments, with the exception of Hennequin 
(2021) and Anufriev  et al. (2022), typically do not provide participants with 
information about asset prices. In these experiments, price dynamics in the 
early periods often influence the behaviour observed in later periods. This 
path dependency suggests that initial price movements play a critical role in 
shaping future market behaviour (see Anufriev & Hommes, 2012). Therefore, 
we hypothesise that the initial price history of assets will significantly influ-
ence subsequent price dynamics, and we formulate the following hypothesis.

Hypothesis 1:  The A3 asset, characterised by stable development during the 
initial price history, exhibits a lower level of volatility compared 
to other assets in the market.

Although the instructions state that the individual assets are independent 
of each other in the long run, closer inspection of the initial price history re-
veals some remarkable characteristics. Figure 1 shows that assets A1 and A2 
exhibit a clear negative correlation during the initial price history. No other 
noticeable dependence in the provided initial price history is evident from the 

 5 All participant predictions had to be obtained in order to calculate realised asset pric-
es, ensuring no missing values in the dataset. Predictions could only be positive numbers, 
and no upper limit was set. To eliminate any possible typos, participants had to confirm their 
predictions twice. First, participants saved their predictions in the editable textbox. Then, 
they had to confirm them again (in non-editable textbox) or go back and make changes if 
necessary.
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further comparison of assets. This raises the question of whether this neg-
ative correlation influenced participants’ expectations. From a behavioural 
perspective, participants may anticipate that a drop in one asset’s price will 
lead to a rise in the other, reinforcing the observed price dynamics. We use 
this observation to formulate the following hypothesis.

Hypothesis 2:  During the initial price history, there is a negative relationship 
between the realised prices of assets A1 and A2. This nega-
tive dependence between their prices continues to influence 
participants’ expectations and subsequently impacts further 
price evolution.

As already mentioned, besides the strong negative dependence of assets 
A1 and A2 during the initial price history, no notable strong dependence is 
evident from the comparison of the other assets. We can expect that this 
pattern will influence participant expectations. Then, the following hypoth-
esis can be formulated.

Hypothesis 3:  Given the no correlation observed during the initial price history 
between asset A3 and asset A1 (or A2) we can expect that this 
pattern will influence participant expectations. Consequently, 
the realised prices of these assets will not exhibit strong de-
pendence.

From previous LtF experiments, it is clear that participants’ predictions 
are usually highly coordinated, see, for example, Hommes et al. (2005, 2008) 
or Heemeijer et al. (2009). In Hennequin (2021), heterogeneity in expecta-
tions is higher when more subjects have experienced bubbles before. Here, 
we expect that the stable price history also impacts the higher coordination 
of participants. A stable price history reduces uncertainty, leading to more 
homogeneous expectations among participants. The hypothesis is as follows.

Hypothesis 4:  The stable initial price history of asset A3 leads to less hetero-
geneity in predictions compared to other assets.

While we utilise statistical tests to analyse our data and support our hy-
potheses, it is crucial to understand their role within the exploratory frame-
work of this study. These tests provide valuable insights and preliminary ev-
idence, but their results should be interpreted with caution and viewed as 
initial indicators that highlight potential relationships, rather than definitive 
proof. We emphasise the need for future research to address these findings 
through more rigorous, pre-registered studies.
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4. Overall market dynamics

In this section, we discuss the results of the six multi-asset experimental 
markets. The evolution of the market prices for all experiments is shown in 
Figure 3 and descriptive statistics of the markets are part of Appendix B. We 
identify two distinct qualitative market behaviours:

1. markets where all assets are stable or present small fluctuations around 
the fundamental value, with the overall average relative absolute deviation 
for the whole market not exceeding 20%: EXP1, EXP2, EXP3, 

2. markets where some assets exhibit moderately large bubbles, with peaks 
at 1.5‒2 times the fundamental value: EXP46, EXP5, EXP6.

We will maintain this distinction in the following analyses.
In comparison to the results from previous LtF experiments, we did not 

observe large price bubbles. For example, in Hommes et al. (2008), the real-
ised price exceeded the fundamental value 16 times in most of their exper-
iments and in Hommes et al. (2021), price exceeded the fundamental value 
10 times. One possible explanation for the absence of large price bubbles in 
our experiments could be the effect of negative short-term correlation. This 
correlation may have dampened price deviations from the fundamental val-
ue, as an extreme rise in the price of one asset would lead to an extreme 
fall in the price of another asset, potentially even causing it to drop to zero. 
Appendix B shows the relative absolute deviation (RAD)7 and the relative devi-
ation (RD) from the fundamental value. Most assets in our experimental mar-
kets are under-priced. The experiment EXP2 is unique in that the RAD and RD 
values are almost identical. This means that in this experimental market, the 
realised price of each asset is always above or below the fundamental value.

We start the discussion of the experimental results for stable markets, 
which have a relatively low standard deviation in comparison with the group 
of moderately large bubble markets, see Figure 3. In the market EXP1, it can 

 6 In EXP4, we obtained predictions for 40 periods instead of the full 50, which was due to 
technical issues. Despite this shorter dataset, we believe the experiment remains valuable, as 
the 40 periods still provide a sufficient amount of data for analysis.

 7 Stöckl et al. (2010) proposed two measures that are standardly used to analyse LtF 
data—relative absolute deviation (RAD) and relative deviation (RD). RAD is straightfor-
ward to understand, as it is a measure of the mispricing level and is calculated as follows, 

, ,
f f

t a t a a aRAD p p p= − . For instance, a value of 0.15 indicates that the price deviates by 15% 
from the market’s fundamental value. By averaging over all periods, we obtain the total level 
of mispricing for a given asset in the market. The second measure is a relative deviation (RD), 

( ), ,
f f

t a t a a aRD p p p= − . In this case, positive and negative deviations are compensated. A value 
of 0.15 (respectively ‒0.15) implies that the asset is overvalued (undervalued) by 15% during 
the experiment.
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be observed that all assets maintain a very stable development around the 
fundamental value. In the case of EXP2, it is possible to notice an atypical 
price evolution, since there are no fluctuations around the fundamental value. 
All assets have a stable development above or below the fundamental value 
compared to the other sessions. In EXP3, it can be seen that all assets first 
show stable oscillations around the fundamental value, which are followed 
by more pronounced deviations from the 35th period onwards.

The effect of the initial price history on price volatility in stable markets is 
more difficult to assess from Figure 3. A better insight into the resulting data 
is provided by visualisation in box plots, as seen in Figure 4. To examine the 
effect of initial price history, one can focus on comparing the interquartile 
range (IQR) of asset A3 with a stable initial price history and assets A1 and 
A2. We can note that in most cases of stable markets, the IQR of asset A3 is 
narrower compared to the others. However, the exception is EXP1, where as-
set A1 exhibits a narrower interquartile range than asset A3. Based on these 
results, it can be assumed that the initial price history of the asset has an im-
pact on asset price volatility.

We will now explore experimental results for markets that exhibit mod-
erately large bubbles. In the case of EXP4, there is relatively stable develop-
ment during the first predicted periods for all three assets. Nevertheless, from 
the 25th period, notable deviations from the fundamental value become ap-
parent for assets A1 and A2, although the amplitude of bubbles decreases. 
In contrast, asset A3 continues to exhibit stationary behaviour. In EXP5, sub-
stantial deviations from the fundamental value are also evident. However, 
the amplitude of these deviations gradually decreases, and all assets even-
tually converge toward their fundamental value. Notably, asset A3 exhibits 
considerably less volatility compared to the other assets. In relation to EXP6, 
we observe pronounced bubbles, and it is interesting to note that the devel-
opment can be characterised as divergent, with the amplitudes increasing. 
From these results, it is already possible to assume that the asset A3, which 
is characterised by a stable initial price history, exhibits a lower level of vol-
atility. A similar conclusion can be drawn from the box plot, where asset A3 
exhibits a considerably narrower interquartile range.

To validate our hypothesis, we conducted a Wilcoxon paired sign-rank test 
based on RAD and IQR. For both measures, we calculated the average value 
over a 50-period span. We then compared asset A3, which has a stable histor-
ical development, to assets A1 and A2, which exhibit more volatile initial price 
histories. The alternative hypothesis for this test is that asset A3 has a lower 
volatility measure compared to asset A1 or asset A2, respectively. First, we 
performed the paired-rank test on RAD. Based on the results, we rejected the 
null hypothesis at the 5% significance level, with p-values of 0.016 for both 
A1 and A2 compared to A3. Similarly, for the IQR test, we obtained the same 
results, indicating that the effect of initial price history on asset price volatil-
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ity was statistically significant at the 5% level, with p-values of 0.031 for A1 
and 0.016 for A2 compared to A3.

Result 1:  Based on the discussion and statistical tests, it can be concluded that 
the initial price history of an asset has an impact on the asset price 
volatility. Asset A3, with its stable initial price history, exhibits lower 
volatility compared to other assets in the market. This suggests that 
the stability of prices during the initial history plays a crucial role in 
determining subsequent asset price fluctuations.

The focus will now turn to an investigation of the asset correlation. From 
Figure 5, it appears that the realised prices of assets A1 and A2 are negative-
ly correlated in almost all cases. This dependence is most evident in markets 

Figure 3. Price dynamics in all sessions for all three assets

Note: Left ‒ stable markets, right – markets with moderately large bubbles. The highlighted period from 
1 to 10 represents the initial price history.

Source: own work.
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with moderately large bubbles, where the peak of a bubble in one asset is 
associated with the lowest point of decline in another asset after the bub-
ble burst. The only exception is EXP3, where a negative dependence is first 
evident until the 30th period, after which assets A1 and A2 show a positive 
dependence. Towards the end of this experiment, the assets again exhibit 
negative dependence. Overall, these observations indicate that the negative 
historical dependence of assets A1 and A2 had a substantial impact on the 
subsequent price dynamics.

To corroborate this impression, we verify this relationship using Spearman’s 
rank correlation coefficient. The Spearman’s rho and the p-values are reported 
in Figure 5. From the results, it is apparent that assets A1 and A2 show a sta-
tistically significant negative correlation in 5 out of 6 experiments. A strong 

Figure 4. Box plots for all three risky assets in all sessions

Note: Left ‒ stable markets, right – markets with moderately large bubbles.

Source: own work.
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negative correlation is evident in markets with moderately large bubbles. The 
results for stable markets clearly show a moderately strong negative correla-
tion in the case of EXP1 and EXP2, as indicated by the correlation coefficient 
values. Only in EXP3 is a zero correlation obtained, as these assets do not 
show a monotonic dependence.

To further investigate the overall dependence in all experiments, we tested 
the obtained correlation coefficients between A1 and A2 by means of a one-
tailed signed rank test. The alternative hypothesis posits that the correlations 
were less than zero. The test result indicates a p-value of 0.031, which is sta-
tistically significant at the 5% level. This provides evidence to reject the null 
hypothesis and conclude that there is a statistically significant negative de-
pendence between assets A1 and A2 in the experiments. Based on this result 
and the correlogram, we conclude that the evidence supports Hypothesis 2.

Result 2:  The strong negative dependence of assets A1 and A2, which was ev-
ident in the initial price history, was maintained in the subsequent 
price development. Therefore, although the participants were in-
structed as to there being no correlation in the long run, strong as-
set dependence during the initial price history plays a crucial role 
in the subsequent price dynamics.

We can now continue with the analysis of the correlogram (Figure 5) and 
focus on the dependence of asset A3 with asset A1 or A2, where the initial 
price history showed no clear dependence between these pairs. The compar-
ison reveals that these assets exhibit mainly very weak dependence (6 out 
of 12 cases) or moderate dependence (2 out of 12 cases). However, a strong 
degree of dependence is evident in four experimental cases. In the case of 
EXP1, a strong negative dependence is evident between assets A1 and A3 (rho 
–0.704) and conversely, a strong positive dependence is evident for assets A2 
and A3 (rho 0.902), whose development has been almost identical since the 
20th period. Furthermore, in the experimental markets EXP3 and EXP6, there 
is a strong positive dependence for assets A1 and A3.

Building on the correlogram analysis, we expanded our investigation to 
compare all correlation coefficients of asset A1 (and A2, respectively) with A3 
using a Wilcoxon signed-rank test. The alternative hypothesis assumes that 
the correlations were non-zero. The p-value for the A1 and A3 comparison 
is 0.219, and for A2 and A3 0.844. In both cases, we failed to reject the null 
hypothesis, indicating no significant dependence between the pairs. These 
results align with the correlogram analysis, reinforcing the conclusion that 
a notable correlation is not common among these asset pairs.

Result 3:  Based on the correlogram analysis presented here, it is evident that 
while there are instances of strong dependence between the real-
ised prices of asset A3 with assets A1 or A2, the overall trend across 
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Figure 5. Correlogram representing the matrices of Spearman’s order correlation 
coefficients between the assets for all experiments

Note: A positive correlation is marked in red and a negative correlation in blue. The left triangles represent 
correlation coefficients along with corresponding p-values, where *, ** and *** denote asset comparisons 
when the null hypothesis of no correlation is rejected at the 10%, 5% or 1% significance level, respectively. 

In the right triangles, scatter plots illustrate the relationships between the compared assets.

Source: own work.
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all markets indicates a predominant pattern of weak to moderate 
dependence. The results of the statistical testing show that overall 
there is no statistically significant correlation between the compared 
assets This suggests that Hypothesis 3 holds true, with the indepen-
dence of assets during initial price history influencing market par-
ticipants’ expectations of asset prices to some extent.

5. Coordination of expectations

From previous LtF experiments, it is clear that participants’ predictions are 
usually highly coordinated. Therefore, we now turn to the question of wheth-
er participants’ predictions are coordinated even in a multi-asset market, or 
if heterogeneous expectations prevail.

To study the time-varying coordination of expectations, the coefficient of 
variation (CV) of individual predictions is calculated as the ratio of the stand-
ard deviation and the mean of forecasted prices for each period. A low (high) 
CV value indicates a high (low) degree of coordination of participants’ pre-
dictions. Figure 6 shows the coefficient of variation along with the realised 
price of a particular asset for one stable market (left) and one market with 
moderately large bubbles (right). The CV plots for the remaining experiments 
are included in Appendix C. Based on the figures for all markets, it can be as-
sessed that for roughly the first 10 forecast periods, there is usually a higher 
degree of heterogeneity in the participants’ predictions. This is likely due to 
participants trying to learn how to predict asset prices accurately.

In stable markets, in most experiments the first predicted periods are ac-
companied by an enhanced degree of heterogeneity, which usually stabilises 
very quickly (see left panel for EXP3 in Figure 6). Participants learn to coor-
dinate their expectations in the first periods of the experiment and the real-
ised asset prices do not exhibit substantial deviations from the fundamental 
value. In stable markets, except for the first periods, there are no large fluc-
tuations in the value of the coefficient of variation, which reaches a maxi-
mum value of 0.30.

We now move on to an assessment of forecast coordination in markets 
with moderately large bubbles (see the right panels for EXP4 in Figure 6). The 
coefficient of variation in forecasts indicates a substantially higher degree of 
heterogeneity among participants in comparison to stable markets. The graph-
ical data distinctly shows that heterogeneity peaks at the moment when the 
bubble bursts and reaches its lowest point. There appears to be a consistent 
pattern of heightened coordination during the ascent of asset prices, which 
is subsequently followed by increased discoordination after a precipitous de-
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cline. This phenomenon may be attributed to divergent expectations among 
participants, with some anticipating a continued decrease in prices while oth-
ers expect a rebound.

We now focus on investigating the effect of initial price history on the co-
ordination of participants. A noteworthy observation emerges from the coef-
ficient of variation plots in Figure 6, where asset A3 exhibits a higher degree 
of coordination within the market in both cases. This suggests that the initial 
price history may influence the coordination of participants’ forecasts and 

Figure 6. Coefficient of variation for forecasts along with the realised prices: 
EXP3 and EXP4

Note: Realised market prices (left scale) and coefficient of variation of individual forecasts (right scale) 
for example of stable market EXP3 (left) and market with moderately large bubbles EXP4 (right).

Source: own work.
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that the stable initial price history of asset A3 appears to lead to less hetero-
geneity in predictions compared to other assets.

The effect of initial price history on participants’ coordination was tested 
using a Wilcoxon paired sign-rank test based on the CV. Previous observa-
tions indicate that the first prediction periods are naturally associated with 
a higher degree of heterogeneity, as participants are more likely to learn to 
predict correctly during these times. Therefore, the testing approach involved 
calculating the average CV value, excluding the first ten prediction periods. 
We then compared asset A3, which has a stable historical development, to 
assets A1 and A2, which exhibit more volatile initial price histories. The al-
ternative hypothesis for this test is that asset A3 has a lower CV value com-
pared to asset A1 or asset A2. The p-value for the comparison with asset A1 
is 0.047, and for A2, it is 0.016. Both test results are statistically significant at 
the 5% level, suggesting that there is evidence to reject the null hypothesis. 
We conclude that a stable initial price history can potentially lead to higher 
coordination among participants.

Result 4:  The graphical analysis and test results indicated that asset A3, with 
its stable price history, exhibited lower CV values compared to the 
more volatile assets A1 and A2. This finding suggests that a stable 
initial price history may enhance coordination among participants.

6. Limitations

This exploratory study has several limitations that should be acknowledged. 
Firstly, the relatively small sample size may limit the generalisability of the 
findings. Future research should consider using a larger sample size to validate 
these initial results and employ more robust analytical techniques, such as re-
gression analysis, to fully model relationships. The exploratory nature of the 
study means that the findings should be interpreted with caution. Although 
the statistical tests provided preliminary evidence, their results should be 
viewed as initial indicators rather than as definitive proof. This underscores 
the need for future research to address these findings through more rigor-
ous pre-registered studies.

Secondly, there is also the possibility that participants may not have fully 
understood the distinction between short-term and long-term correlation. 
As instructions were read aloud and clarified with examples to explain the 
meaning of long-term asset uncorrelation, and as all participants were from 
the Faculty of Economics, with relevant course on correlation, including the 
distinction between the long and short run, it is reasonable to assume that 
participants understood this distinction. However, to ensure comprehension 
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and address any potential misunderstandings, future research could incor-
porate a quiz where participants must answer questions on the correlation 
between assets.

Thirdly, in our experiment, we operate under the assumption that assets in 
the market are uncorrelated in the long run, meaning the asset pricing mod-
el assumes zero asset correlation. However, this assumption may not fully 
capture the complexities of real-world markets. In reality, assets can exhibit 
varying degrees of correlation over different time periods due to factors such 
as economic cycles, market sentiment, and external shocks. Therefore, while 
our model provides valuable insights, it is important to consider these limi-
tations and the potential need for more sophisticated models that account 
for asset correlations.

Thus, a promising extension of our research would be to conduct a LtF ex-
periment with multiple assets, but with an asset pricing model that incorpo-
rates correlations. Previous studies, such as those by Duffy and Jenkins (2018) 
and Assenza et al. (2013), have examined interdependent variables within 
a new Keynesian framework, highlighting the importance of such interactions. 
By including correlations, we could explore how the presence of correlated 
assets influences the forecasting behaviour of participants and market out-
comes. It would be interesting to investigate whether varying degrees of cor-
relation impact market volatility and coordination among participants. Such 
an experiment could yield valuable insights into the role of asset correlations 
in shaping market behaviour. Furthermore, future studies should consider us-
ing two assets instead of three to simplify the experimental design while still 
providing meaningful insights into market dynamics and participant behaviour.

Conclusions

In this paper, we applied the Learning-to-Forecast (LtF) experiment as 
an exploratory case study to investigate the effect of the initial price history 
on asset price dynamics in multi-asset markets. Our main results are as fol-
lows. An asset with a stable initial price history exhibited lower volatility, sug-
gesting that an initial price history was crucial for future price fluctuations. 
Subsequently, despite explicit instructions indicating an absence of long-term 
dependencies among assets, the pronounced short-term negative depend-
ence apparent in the initial price history persisted in the ensuing price devel-
opment. Therefore, strong asset dependence during the initial price history 
plays a pivotal role in subsequent price dynamics. Finally, in most experiments, 
the stable price history of the asset prices led to greater coordination of the 
participants compared to other assets on the market.
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To the best of our knowledge, our study is the first to conduct a LtF exper-
iment involving multiple assets. While previous LtF asset pricing experiments 
have typically focused on predicting the price of a single risky asset over many 
consecutive periods, our research extended this framework to markets with 
three risky assets that are uncorrelated in the long term. This innovative ap-
proach allowed us to investigate whether participants’ expectations were in-
fluenced by the performance of other assets in the market, providing a more 
comprehensive understanding of market dynamics. By incorporating multiple 
assets, our study offers valuable insights into the interplay between different 
assets and how this affects forecasting behaviour. This extension not only en-
hances the realism of the experimental setup but also contributes to a deeper 
understanding of how market participants form expectations in a more com-
plex and interconnected market environment.

In comparison to the results from previous Learning-to-Forecast experi-
ments, we did not observe large price bubbles. In our multi-asset experiment, 
we observed markets where some assets exhibited only moderately large bub-
bles, with peaks at 2 times the fundamental value. Many LtF experiments with 
positive expectation feedback are typically characterised by persistent devi-
ations more than 10 times from the fundamental value, as seen in studies by 
Hommes et al. (2008), Bao et al. (2020), and Hommes et al. (2021). One po-
tential explanation for the absence of large price bubbles in our experiments 
is the multi-asset market and the presence of a short-term negative corre-
lation. This dynamic may have mitigated extreme price deviations from the 
fundamental value. Future research should investigate this aspect further to 
understand its impact on market dynamics and participant behaviour.
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Appendix A: Experimental instructions

Today, you will participate in an experiment where you will predict the fu-
ture price of risky assets. At the end of the experiment, participants will be 
ranked based on the accuracy of their predictions, which will determine the 
size of the reward paid.

Instructions for your task

In this experiment, imagine you are a financial forecaster working for 
a pension fund that aims to optimally invest a large amount of funds over 
one period. The pension fund has four investment options: an investment in 
a risk-free asset and three risky assets. For the risk-free asset, the funds are 
deposited into a government bond, with the deposited money earning fixed 
and constant interest. The alternative option for the pension fund is to in-
vest the funds in risky assets, where the risk arises from the uncertain future 
price of the asset and the dividends paid over the period. All risky assets are 
uncorrelated in the long term. In each period, the pension fund decides how 
much of the funds to place in the government bond and how much to invest 
in risky assets. For optimal investment decisions, the pension fund requires 
accurate predictions of the future prices.

As the financial forecaster for this pension fund, your task is to predict the 
price of the risky assets over the next 50 periods. Your earnings will depend 
on the accuracy of your predictions.

Information on the asset market

The market price of the risky asset in each period is determined by sup-
ply and demand. The supply of the risky asset is fixed throughout the exper-
iment. The demand for the asset is primarily determined by the aggregate 
demand of several large investment funds operating in this market. Their 
managers can monitor both fundamental and technical factors, with rational 
actors evaluating all available information. There is also uncertain and small 
demand from private investors for the asset. However, the influence of these 
private investors on the asset price is minimal.
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Information on pension fund investment strategies

The exact investment strategy of the pension fund for which you are pre-
dicting the future asset prices, as well as the investment strategies of other 
pension funds, are unknown. The government bond, representing the risk-
free investment, provides a fixed interest rate of 5% in each period.

The owner of the risky asset receives an uncertain payment in each peri-
od; however, economic experts have calculated that this payment averages 
$10 per period for each asset. The market return on assets in a given period 
depends on these payments as well as changes in the asset price.

As the financial forecaster for the pension fund, you are asked to predict 
the price of all risky assets in each period. Based on your future price predic-
tions, the pension fund will make optimal investment decisions. The higher 
your predicted future price, the larger the share of funds the pension fund will 
invest in the asset market in the current period, thus increasing its demand.

Information on the course of the experiment

At the beginning of the experiment, you will have access to the initial price 
history of risky assets for the preceding 10 periods, and you will provide your 
price prediction for the 12th period. Once all participants have recorded their 
predictions, the realised price of the asset for the 11th period will be revealed. 
Subsequently, you will need to predict the asset price for the 13th period, 
similar to the other participants, to determine the realised price of the asset 
for the 12th period, and so on. This process continues until the final period.

From this information, it follows that for predicting the price for period 
(t + 1) at time (t ), the following information is available:

 – Historical prices up to period t – 1,
 – Your previous predictions up to period t,
 – Your prediction error up to period t – 1.

From the 12th period onwards, your prediction error, which is the difference 
between your predicted prices for the given period and the realised prices of 
the assets, will also be determined. The last period for which the prediction 
error will be determined is period 60.

The more accurate your asset price predictions are in each period, the 
higher your potential reward. The prediction error will always be automati-
cally calculated. After the experiment, participants will be ranked based on 
their average prediction error, and financial rewards will be paid according 
to the following table.
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Ranking Financial reward (CZK)

1. 700

2. 550

3. 450

4. 350

5. 250

6. 150

7. 100

8. 100

9. 100

... 50

Additional information

 – After the experiment, you will be asked to complete a questionnaire. All 
data will be processed anonymously. Please provide accurate information.

 – During the experiment, any communication with other participants is pro-
hibited. Additionally, the use of phones, tablets, or other devices is not al-
lowed. Violation of the experiment rules may result in exclusion without 
any reward.

 – If you have any questions or encounter any issues during the experiment, 
please raise your hand, and the experiment organiser will assist you.
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Appendix B: Descriptive statistics

Table B1. Descriptive statistics for realised prices of particular assets and average 
value for all assets in the market across all experiments

Experi-
ment Asset Mean 

price
Median 

price
Standard 
deviation IQR RAD (%) RD (%)

EXP1

A1 183.83 189.82 34.48 33.76 13.03 –8.08

A2 196.13 198.48 31.83 49.59 13.36 –1.94

A3 189.19 187.74 20.32 35.08 9.77 –5.41

Average 189.71 192.01 28.88 39.48 12.05 –5.14

EXP2

A1 137.92 142.14 20.05 27.99 31.04 –31.04

A2 223.23 216.31 22.04 18.27 11.65 11.61

A3 183.19 183.54 7.99 9.43 8.40 –8.40

Average 181.45 180.66 16.69 18.56 17.03 –9.28

EXP3

A1 176.67 176.52 39.09 62.03 18.47 –11.67

A2 200.55 207.05 38.12 57.2 15.70 0.27

A3 188.22 186.91 21.95 29.86 9.92 –5.89

Average 188.48 190.16 33.05 49.7 14.69 –5.76

EXP4

A1 215.26 193.37 104.88 184.75 45.23 7.63

A2 207.91 237.45 83.96 90 34.35 3.95

A3 189.75 195.13 13.66 19.97 6.49 –5.13

Average 204.3 208.65 67.5 98.24 28.69 2.15

EXP5

A1 197.3 193.59 64.59 68.27 25.10 –1.35

A2 192.2 194.77 63.04 78.84 24.42 –3.90

A3 195.33 199.68 31.37 46.55 13.04 –2.33

Average 194.94 196.01 53 64.55 20.85 –2.53

EXP6

A1 190.96 190.39 72.12 137.6 31.87 –4.52

A2 190.12 181.19 61.09 111.94 27.13 –4.94

A3 195.98 196.5 56.94 92.17 23.88 –2.01

Average 192.35 189.36 63.38 113.9 27.63 –3.82

Note: Stable markets – EXP1, EXP2, EXP3, markets with moderately large bubbles – EXP4, EXP5, EXP6.

Source: own work.
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Appendix C: Coefficient of variation of price 
predictions

Figure C1. Realised market prices (left scale) and coefficient of variation of 
individual forecasts (right scale) for EXP1 (left) and EXP2 (right)

Source: own work.

33



Economics and Business Review, Vol. 11 (2), 2025

Figure C2. Realised market prices (left scale) and coefficient of variation of 
individual forecasts (right scale) for EXP5 (left) and EXP6 (right)

Source: own work.
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What makes stocks sensitive  
to investor sentiment:  

An analysis based on Google Trends

 Adeel Ali Qureshi1

Abstract

We capture Google’s vast search volume through Google 
Trends to generate a weekly investor sentiment index 
(2018–2022) using the most popular keywords (extracted 
from Google Search) from a keywords collection of 92,000+ 
words found in business, finance, and common language 
dictionaries. The results show that Google Trends is an effi-
cient measure of investor sentiment as reflected in relative 
trading volume. To check what makes stocks sensitive to in-
vestor sentiment, 500 randomly selected US firms from var-
ious industries are categorised by firm characteristics. We 
generate two sub-portfolios: large, old, profitable, and div-
idend-yielding firms versus small, young, unprofitable, and 
non-dividend-yielding firms—and find the relative trading 
volume of the latter to be more sensitive to investor sen-
timent. Our results remain robust when control and auto-
regressive variables are introduced, in addition to when an 
alternative measure of sentiment is used, thereby confirm-
ing our primary findings.
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Introduction

Barber and Odean (2008) suggest that individual investors buy what at-
tracts them, and Baker and Wurgler (2007) refer to the beliefs of investors 
about future cash flows and investment risks as investor sentiment. These 
beliefs are generally associated with individual (retail) investors, often treated 
as “noise traders” (Shleifer & Summers, 1990). While it cannot be measured 
directly (Duc et al., 2024), studies employ various proxies to measure investor 
sentiment (Baker & Wurgler, 2006; Haritha & Rishad, 2020). The rise of the 
internet in recent years has led individual investors to use it when search-
ing for information (Agarwal et al., 2019; Szczygielski et al., 2024; Wang et 
al., 2015). Therefore, capturing internet searches can be a proxy for inves-
tor sentiment. In 2023, 84.7% of all global internet searches were conduct-
ed on Google (Statista, 2023). Research shows that individual investors re-
fer to Google to make decisions (Duc et al., 2024), and several researchers 
use Google Search as a proxy to measure sentiment (Costola et al., 2021; 
Molnár et al., 2019; Smales, 2021). Observed patterns depict the relationship 
between searches made on Google and stock movements, such as people 
searching for “debt” before selling stocks at lower prices (Preis et al., 2013), 
which suggests the efficacy of the relationship between the Google Search 
Volume Index (SVI here onwards) and investor sentiment (Da et al., 2011; 
Salisu et al., 2021).

In their seminal study, Baker and Wurgler (2006) used six proxies to meas-
ure investor sentiment and investigate specific characteristics of firms affect-
ed by the sentiment. The technological advancements since then have been 
extraordinary, and many studies on investor sentiment investigate the rela-
tionship between Google SVI and the stock markets (Duc et al., 2024; Molnár 
et al., 2019; Suer & Akarsu, 2021;  Swamy & Dharani, 2019), including the im-
pact of the COVID-19 pandemic (Maddodi & Kunte, 2024; Papadamou et al., 
2023), or testing relations between stock performance and Google SVI for spe-
cific sectors (Challet & Ayed, 2013; Chen & Stejskalova, 2024). Nevertheless, 
there exists a research gap, as the studies do not explore the relationship of 
investor sentiment with specific firm characteristics. The motivation for this 
study is to fulfil the research gap by leveraging technological advancements 
and providing practical insights into the relationship between investor senti-
ment and firm characteristics in the context of modern information access. 
The research problem that we attempt to solve in this study is to identify and 
investigate the characteristics which make firms sensitive to investor senti-
ment. Therefore, we ask the following general research questions:

RQ1: Can Google Trends be used to measure investor sentiment?
RQ2: What kind of stocks are most sensitive to investor sentiment?
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We elicit firm characteristics (size, age, net income, and whether it yields 
dividend or not) utilised by Baker and Wurgler (2006) and investigate which 
are more correlated to the investor sentiment, in addition to finding the dom-
inant characteristics, thus contributing to the literature. We randomly select 
500 firms from the US stock markets from several industries where the min-
imum annual market capitalisation is at least 50 million USD.

We expect to find significant relations between investor sentiment and the 
trading volume of stocks that we consider sentiment-sensitive. Investor senti-
ment can be positive or negative. An increase in investor sentiment (towards 
more positive) should lead to a rise in the trading volume of sentiment-sen-
sitive stocks, as we expect investors to buy more when sentiment is positive. 
Similarly, extremely negative sentiment should also lead to an increase in the 
trading volume of sentiment-sensitive stocks, as we expect investors to sell 
more when sentiment is negative. At the same time, we expect no relations 
between changes in investor sentiment and trading volume of stocks that we 
do not consider sentiment-sensitive.

We use Google Trends (GT) to capture Google SVI to calculate investor sen-
timent. We utilise two open-sourced dictionaries (with over 92,000+ keywords 
combined) with business and finance, and common language words, attrib-
uted with sentimentality. Selecting an equal number of positive and negative 
keywords, we generate the sentiment2, and regress it against the change in 
the trading volume of firms (relative to their annual trading volume mean), 
separated by their firm characteristics, in the presence of control variables 
as a proxy to the market movements.

Our findings answer the first question positively. For the second, we inves-
tigate separate firms by each characteristic (size, age, income, and dividend) 
to find that individually, smaller, younger, non-profiting firms which do not 
yield dividends are positively and significantly sensitive to investor sentiment, 
while the same characteristics when inversed are not significantly related to 
investor sentiment. We also generate two portfolios, grouping firms which are 
simultaneously small, young, non-profiting, and non-dividend-yielding, and 
those which are at the same time large, old, profiting and dividend-yielding. 
We find the former rather than the latter to have a positive and statistically 
significant relationship with investor sentiment. With satisfactory results, we 
additionally perform further analysis: we regress stock returns and abnor-
mal returns against lagged investor sentiment to investigate whether Google 
Trends can be used to forecast returns, and if so, which kind of stocks are more 
forecastable. Our findings show a significant positive relationship between 
lagged sentiment and next-week stock returns but only for sentiment-sensitive 
stocks. This also indicates the short-term persistence of investor sentiment.

 2 Details in the methodology section.
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The rest of the paper is organised as follows: Section 1 is devoted to the 
literature review and hypotheses, followed by Section 2, which provides in-
formation about data and methodology: data properties and processing, sen-
timent index, and modelling. In Section 3 and 4, we present our empirical 
findings (regarding investor sentiment and relative trading volume, and re-
garding investor sentiment and future stock returns, respectively). Section 4 
is devoted to robustness checks (alternative sentiment index), and the last 
Section comprises a critical summary and conclusions.

1. Literature review and hypotheses development

The emergence of behavioral finance theories3 has been associated with 
a scholarly discourse on the influence of investor sentiment on stock returns 
within the stock market. It has been demonstrated through empirical and the-
oretical analyses that stock prices are significantly affected by investor senti-
ment (Barber & Odean, 2008; Da et al., 2015; Tetlock, 2007). Ekinci and Bulut 
(2021) assert that Google Search plays a crucial role for individual investors in 
the process of selecting where to invest among the array of available options.

Traditional measures or proxies for investor sentiment include news, re-
turns, and trading volume; however, these indicators are indirect and have 
certain limitations (Da et al., 2011). With technological advancements, espe-
cially the use of online media, internet searches have gained paramount us-
age globally (Szczygielski et al., 2024), especially among individual investors 
(Costa et al., 2024; Duc et al., 2024).

There exists a strong correlation between Google SVI for keywords and the 
relative volume volatility of stocks (Dimpfl & Jank, 2016). Preis et al. (2013) 
conclude similarly with regard to stock returns. The correlation is even strong-
er when using the corpora of economic and financial words to retrieve the 
SVI (Da et al., 2015; Zhang et al., 2020). Interestingly, market volatility affects 
sentiment, rather than sentiment affecting it, particularly as seen in the ESG 
market (El Oubani, 2024). Regarding which keywords are more effective, nega-
tive keywords carry a stronger sentiment (Da et al., 2015; Tetlock, 2007), thus 
validating Prospect Theory (Kahneman & Tversky, 1979).

Regarding firm characteristics, Baker and Wurgler (2006) focused on size, 
volatility, profitability, dividend payments, growth and distress. They conclud-

 3 Barberis (2003) proposes that behavioral finance offers solutions to the challenges en-
countered by traditional financial theories. Ricciardi and Simon (2001) suggest that behavioral 
finance seeks to understand the thought processes of investors and how much these process-
es impact their decisions.
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ed that smaller, younger, more volatile, and unprofitable firms that do not 
yield dividends are affected more by investor sentiment. Aboody et al. (2018) 
used firm size, age and profitability, in addition to earnings-to-price and book-
to-market ratio to establish that firm size and age display an inverse U shape 
relationship to weekly overnight stock returns when factored against inves-
tor sentiment. Conversely, Yang et al. (2017) correlated investor sentiment 
to Korean firms to conclude a stronger relationship of the former with firms 
which are smaller, low-priced, with more book-to-market ratio, and which 
are more volatile stocks. For the Tunisian stock market, Hadjmohamed and 
Bouri (2023) find that the higher the investor sentiment, the lower stock re-
turns are for large, young, least profitable, and lower-dividend-yielding firms, 
among other characteristics.4

Building on the literature, we form intersecting characteristics—size, 
age, profitability, and dividend-yield—where characteristics may have con-
trasting values, e.g., whether a firm yields a dividend, or not, or whether or 
not it is profitable. Therefore, we simplify the remaining two; size divided 
between large and small, and age between old and young. Drawing on the 
findings of Baker and Wurgler (2006), we expect small, young, unprofitable, 
and non-dividend-yielding firms to relate to investor sentiment, as our first 
hypothesis states. Lee and Kumar (2006) suggest that individual investors 
buy one group of stocks, followed by more groups of stocks.5 Therefore, for 
instance, placing small and young firms together supersedes placing large 
and young firms together. We additionally expect the trading volume to be 
directly proportional to sentiment based on the trend-like behavior of sim-
ilar stocks mentioned by Lee and Kumar (2006), as in our next hypothesis. 
Nevertheless, we initiate our analysis by investigating each characteristic 
individually (size; large and small, age; young and old, etc.), followed by 
characteristics consolidated as explained; dubbing one portfolio comprising 
small, young, non-profitable, and non-dividend-yielding firms as Sentiment-
Sensitive Companies, and the exact opposite attributes (large, old, profit-
able, and dividend-yielding), naturally, as Sentiment-Resistant Companies. 
Thus, we hypothesise as follows:

H1:  There is a positive relationship between investor sentiment derived 
from Google Trends and stock trading volume for Sentiment-Sensitive 
Companies.

H2:  Regardless of sentiment directionality, an increase in sentiment magnitude 
(towards more positive or more negative) is associated with a correspond-
ing increase in stock trading volume for Sentiment-Sensitive Companies.

 4 Least tangible, and lower sales growth.
 5 The same authors also suggest that groups of retail investors follow groups of retail in-

vestors buying stocks, signaling a mass movement of individuals in a similar direction.
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As an additional contribution, we further investigate the predictability of 
investor sentiment derived from Google Trends, and in so doing, we leverage 
the findings of Hadjmohamed and Bouri (2023) and Baker and Wurgler (2006) 
to formulate an additional hypothesis:

H3:  Investor sentiment derived from Google Trends can be used to forecast 
the future returns of Sentiment-Sensitive Companies

2. Data and methodology

We retrieve and process data from the stock market in addition to Google 
Trends. Both datasets are processed separately. Data from Google Trends is 
used to generate a sentiment index. Acquisition and processing methodolo-
gy is detailed below in corresponding sub-sections.

2.1. Stock market

Researchers vary between choices of data from the stock market to re-
late to Google SVI. Dimpfl and Jank (2016) opted for Dow Jones Industrial 
Average (DJIA), Preis et al. (2013) and Zhang et al. (2020) used stock market 
data of single and multiple countries, respectively. We generate a portfolio of 
500 randomly selected companies from the US stock markets with at least 50 
million USD market capitalisation from several industries. We retrieve6 daily 
trading volume for selected companies for five years from 2018 to 2022 (in 
addition to stock prices). We also retrieve annual net income, annual market 
capitalisation, founding year of each company, and dividend paid to share-
holders for each company. We separate firms by characteristics based on the 
following rules:

1. size: large and small (top and bottom 33%, respectively, based on market 
capitalisation),

2. age: young and old (before and after median age counting from found-
ing year),

3. dividend yield: binary,
4. annual net income: binary for positive or negative.

To narrow the scope of our analysis, we combine opposing attributes per 
characteristic to generate two sub-portfolios: 1) large, old, positive annual 

 6 Stock market data acquired from S&P Capital IQ.
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net-income-generating, and dividend-yielding firms (47,350 observations) 
and 2) small, young, negative annual net-income-generating, and non-divi-
dend-yielding firms (33,180 observations). Intuitively and following Zhang et 
al. (2020) and Baker and Wurgler (2007), we expect the latter group of firms 
to be more sensitive to our sentiment index. Thus, we label this group the 
“Sentiment-Sensitive Companies” portfolio (SSC hereafter) and the other group 
as “Sentiment-Resistant Companies” portfolio (SRC here onwards). Table 1 
presents the summary statistics for the retrieved stock returns and relative 
trading volume data for all stocks, and stocks characterised by firm character-
istics, in addition to the two portfolios (Sentiment-Resistant Companies and 
Sentiment-Sensitive Companies).

With the definition of firm characteristics being distinctive (specified 
above), we observe the summary statistics in Table 1 to describe opposing 
attributes of each characteristic to be particularly different from each oth-
er; e.g. large and small having a mean of 51 billion USD and 320 million USD, 
respectively, while old and young having median ages of 82 and 24, respec-
tively, followed by net income shows 871 billion USD yearly net profit of 347 
positive net-income-generating companies and –87 billion USD of yearly net 
losses of 153 negative net-income-generating companies. We also note that 
267 companies yielded 2.24 billion USD in dividends, whereas 233 companies 
did not yield any dividend. Bringing together companies which are simultane-
ously large, old, positive net-income-generating companies, which also yield 
dividend, we account for 97 (or 19.4%) companies, as opposed to small and 
young companies that generate net losses and do not yield dividend to be 69 
(or 13.8%) of total 500 companies.

Additionally, we perform Student’s t-test to determine whether the means 
of each characteristic counterparts are statistically significant, e.g., to com-
pare the mean ages of large companies with the mean ages of small com-
panies, or market capitalisation of old companies with the same of young 
companies, etc. We also perform the same Student’s t-test for SRC versus 
SSC. We present the results along with the rest of the descriptive statistics 
in Table 1.

We retrieve daily trading volume data and calculate daily averages for every 
week within the time frame analysed. We calculate Relative Trading Volume 
(from here onwards as RTV): first, for each firm, we individually calculate the 
weekly change in its trading volume relative to its annual weekly average, 
based on the following formula:

|

   
     

   
       Stock week

Average DailyTrading
Volume for GivenWeek

RelativeTrading Volume
Average DailyTrading Volume for
Given Week’s Corresponding Year

=
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Table 1. Summary statistics

All
Size Age Net income Dividend yield

SRC SSC
large small old young pos neg yes no

N 500 165 165 244 239 347 153 267 233 97 69

Size

x̅ 17.85 51.03 0.32 19.32 16.43 24.01 3.87 22.95 12.00 44.79 0.31

t 149.18*** 16.26*** 126.19*** 64.14*** 232.50***

X̃ 2.25 20.88 0.15 3.67 1.23 4.20 0.21 4.46 0.67 21.84 0.13

σ 72.81 120.05 0.57 48.29 92.47 81.60 44.05 52.67 90.18 69.03 0.49

Age

x̅ 55.80 73.29 38.51 89.01 22.38 63.88 36.50 74.87 33.25 97.74 16.96

t 7.64*** 26.06*** 6.68*** 12.09*** 17.39***

X̃ 41.00 65.00 27.00 82.00 24.00 48.00 24.00 68.00 28.00 95.00 14.00

σ 43.27 45.10 36.01 37.98 11.02 44.15 34.16 46.38 24.63 37.65 9.90

Net in-
come

x̅ 577.79 1707.16 –18.00 711.96 458.23 871.13 –87.48 827.91 291.18 1751.09 –49.51

t 7.91*** 2.04* 9.14*** 4.48** 9.44***

X̃ 48.56 682.08 –10.30 131.27 5.45 156.94 –30.53 179.64 0.00 812.64 –38.59

σ 2739.22 4555.60 174.33 2117.27 3318.95 3220.25 607.71 2187.81 3235.90 3013.41 235.24

Dividend 
yield

x̅ 1.19 1.76 0.64 1.56 0.88 1.58 0.31 2.24 0.00 2.20 0.00

t 144.22*** 81.6*** 177.17*** 229.51*** 287.33***

X̃ 0.00 1.39 0.00 1.11 0.00 0.89 0.00 1.64 0.00 1.95 0.00

σ 2.17 1.81 2.44 1.98 2.34 2.34 1.38 2.55 0.00 0.00 0.00

Note: The table reports statistical information about research sample and the subsample of each firm characteristic, SRC and SSC. Measures shown are count (N), mean (x̅), 
Student’s t-test (t), median (X̃), and standard deviation (σ), for each group. Count is the number of firms. Size and net income are in billion USD and million USD, respectively. 
Age is the number of years. Dividends are in USD. Large and small are 33% of the largest and smallest firms, respectively, by market capitalisation. Young and small are calcu-
lated by firms younger and older, respectively, than median age of all 500 firms. Firms with precise median age are excluded from young or small calculation. SRC firms are 
filtered for each characteristic: large, old, positive net income, and dividend yielding, and vice versa for SSC. For Student’s t-test, we present coefficients in numerical format 
and p-values indicated by asterisks: ***, **, * depicting 1%, 5%, and 10% significance levels, respectively.

Source: own calculations.
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Furthermore, we categorise firms according to specific characteristics, 
such as size and age, and subsequently compute their average relative trading 
volumes within each category. All stocks carry equal weights during relative 
volume calculation. Portfolio may refer to grouping of stocks for SSCs, SRCs, 
or per each firm characteristic as described. We then calculate the average 
portfolio relative trading volume using the following formula:

|

 1 |   2  |     | 

   
      ...  

Portfolio week

Stock Week Stock Week Stock N Week

Relative Trading Volume
RTV RTV RTV

N

+ +

=

+
=

where:
 – N: Number of stocks in the given portfolio

We further employ two control variables to capture volatility, namely, the 
Chicago Board Options Exchange’s VIX index to capture market’s general vol-
atility, and the self-calculated volatility of each sub-portfolio. In an additional 
analysis, we use S&P 500 index to control for market movements and calcu-
late abnormal returns.7

2.2. Google Trends

Google Trends is a free-to-use tool developed by Google which allows its 
users to retrieve Google SVI for required keywords, date range and category 
of search. The category of search is particularly useful because words may 
have several meanings. For example, ‘Tesla’ may be a search for the scientist 
Nicola Tesla, or the car, or company, or TSLA the stock ticker. Google deter-
mines the context (Google Search, 2023) on its own, and allows the users of 
Google Trends to retrieve SVI per category. We filter each SVI result for the 
category of finance.

For selecting keywords and segregating positive and negative keywords, 
we use free-to-use dictionaries. These dictionaries also contain neutral key-
words; however, we ignore these to maintain an absolute contrast. Together, 
these dictionaries contain a pool of more than 92,000 words:

1. Loughran-McDonald Dictionary of business vocabulary from the University 
of Notre Dame.8

2. A common language and internet vocabulary dictionary from the University 
of Illinois Chicago.9

 7 Formula mentioned in the appendix.
 8 https://sraf.nd.edu/loughranmcdonald-master-dictionary/
 9 https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
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We retrieve five years of Google SVI for 1,150 randomly chosen keywords 
along with Google Search’s total number of search results per keyword. We 
filter for geographical location in the United States and results only for Google 
Search (not for Google Images, Google News, Google Maps, etc.), and only 
English language-based search results.

The retrieved search volume is an index, not an absolute number and the 
temporal range may produce variable results. The index is expressed as a per-
centage, with the highest number of searches for a given keyword within the 
given date range defined as 100%. An absolute zero denotes no searches made 
for that iteration. Not being an absolute number resolves the potential issue 
of comparing frequently searched keywords to those that are less frequently 
searched. We also include 50 stock market-based words in the pool of dic-
tionary keywords. Since we produce SVI for the same date range, the index 
is already calculated by Google Trends, making each of the 1,150 keywords 
comparable to each other.

Google Trends produces daily SVI if the requested date range is less than 
9 months, weekly for greater than 9 months but less than 5 years, and monthly 
for greater than 5 years. Expanding our temporal scope to more than 5 years 
would decrease the number of observations. In fact, to match the number of 
monthly observations to the number of weekly observations for 5 years (244) 
we would have to expand our temporal scope to 20 years (243 observations), 
which would exceed the temporal range Google Trends offers, if we calculate 
backwards from our latest temporal range (Rogers, 2021). Therefore, maxim-
ising the number of observations, we retrieve weekly Google SVI for a 5 years’ 
temporal range. Google produces weekly results iterated each Sunday. Data ac-
quired for the stock market had the temporal granularity of being daily, there-
fore, we resample it to weekly to match the retrieved data from Google Trends.

Some keywords may be searched more frequently than others and indi-
ces do not reflect this information; therefore, we use each keyword’s num-
ber of Google Search results to measure the ‘popularity’ of keywords during 
our analysis.

2.3. Sentiment Index

We use popularity, the retrieved number of search results for Google Search 
per keyword, to choose top 30 keywords (15 positive, 15 negative) from the 
total 1,150 randomly chosen keywords (575 positive, 575 negative) to calcu-
late the weekly investor sentiment index. We count only non-zero values be-
cause zero denotes no searches. We average each week’s positive and nega-
tive keywords separately, building two time series, and use the following for-
mula to produce the Google Trends-based investor sentiment:
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,

 – w = week,
 – k = keyword,
 – +SVIk, w = Weekly Search Volume Index per positive keywords,
 – –SVIk, w = Weekly Search Volume Index per negative keywords,
 – AVG(Sentiment) = Average sentiment index for the whole 5-year period,
 – STDEV(Sentiment) = Standard deviation of the weekly sentiment index for 

the whole 5-year period.

In our analyses, we always use what is called standardised sentiment, which 
is essentially the Z-score normalised sentiment. Having a mean of zero and 
standard deviation of 1 ensures the entire sentiment time series to be scaled, 
and specifically, fit for linear regression models (Anggoro & Supriyanti, 2019). 
We observe a pre-modeling improvement—a more balanced sentiment index 
with 127 observations below zero as opposed to 5 previously. Nevertheless, 
in selective models, we additionally use absolute (standardised) sentiment 
to capture the relationship of the stock market data with only the magnitude 
of the investor sentiment, rather than the directionality of it, to record the 
impact of sentiment magnitude on the variations in the dependent variable.
We also employ another sentiment index from the American Association of 
Individual Investors for a robustness check.

3. Empirical findings: Investor sentiment 
and stock trading volume

We start our analysis by presenting the standardised sentiment and abso-
lute standardised sentiment, noting the maximum and minimum of the for-
mer as +3.03 and –2.63, respectively. We observe that sentiment was highest 
on 27th June 2021 and lowest on 15th April 2018.

Figure 1 displays this sentiment with variations over an almost five-year 
temporal range within our research scope. We also present the sentiment 
without directional bias. We note how 2018 and 2019 were more intense, 
especially negatively, than the subsequent couple of years.

In Figure 2, inspecting the data, we eliminate directional bias, thereby facil-
itating a visual pattern comparison between sentiment (standardised absolute 
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sentiment) and the relative trading volume of Sentiment-Sensitive Companies 
(SSCs) during the initial year of the COVID-19 pandemic. In Figure 1, we ob-
serve more negative sentiment than positive during the second half of 2019, 
while in Figure 2 during the same temporal range, we observe low and less 
varied movements in SSCs’ relative trading volume, supporting Kahneman 
and Tversky’s (1979) prospect theory’s loss aversion concept, where a neg-
ative sentiment slows down stock trade of Sentiment-Sensitive Companies. 
We observe the peaks and dips in both time series in coherence with each 
other. We then begin to model the data for further investigation. For each 
subsample of stocks grouped by their characteristics we regress their relative 
trading volume on sentiment.

Figure 1. Sentiment standardised, and absolute sentiment standardised

Source: own work.

Figure 2. Sentiment without directional bias and relative trading 
volume of Sentiment-Sensitive Companies during COVID-19

Source: own work.
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Table 2. Regression results of relative trading volume 
of stocks by characteristics against sentiment

Size Age Net income Dividend yield

large small old young positive negative yes no

Const
0.989*** 0.843*** 0.968*** 0.913*** 0.970*** 0.866*** 0.965*** 0.908***

(31.35) (24.35) (34.72) (32.26) (34.93) (25.87) (34.68) (31.50)

Std Sent 
–0.008 0.082*** 0.013 0.044*** 0.008 0.076*** 0.011 0.049***

(–0.763) (3.848) (1.139) (3.237) (0.728) (3.693) (1.014) (3.005)

Abs Std 
Sent

–0.004 0.080*** 0.018 0.044** 0.017 0.066** 0.017 0.050**

(–0.184) (2.634) (0.803) (2.011) (0.813) (2.237) (0.789) (2.019)

Adjusted 
R2 (%) –0.06 13.33 0.01 6.6 –0.02 11.9 –0.03 7.3

Note: This table presents the results of eight regression analyses performed separately and displayed in 
one table. For each analysis, we use the mean relative volume of stocks (firms) grouped for the corre-
sponding characteristic (size, age, profitability, dividend yield) as the dependent variable, and use sen-
timent and absolute sentiment as explanatory variables. We estimate t-statistics (in parentheses) using 
robust standard errors. We present coefficients in numerical format and p-values indicated by asterisks: 
***, ** depicting 1%, and 5% significance levels, respectively, observations: 244.

Source: own calculations.

Referring to the results displayed in Table 2 the relative trading volume of 
firms which are large, or old, or generate positive net income, or yield div-
idends do not display any significant relationship with sentiment, whereas 
firms comprising the exact opposite of these attributes for each firm char-
acteristic (i.e. firms which are small, or young, or generate losses, or do not 
yield dividend) depict a highly statistically significant relationship with senti-
ment. Removing directional bias, we also use absolute sentiment to find that 
firms with the same characteristics respond significantly to it, although the 
relation seems to be less significant.

The results for each characteristic confirm our expectations based on hy-
potheses H1 and H2: we observe high trading volumes in weeks with both 
abnormally high or low investor sentiment but only for certain group of com-
panies (small, young, generating losses and those not paying dividends).

We also consider each regression model’s adjusted R-squared value to de-
termine the explainability of the variance in relative trading volume of the 
stocks corresponding to the particular firm characteristic, based on the explan-
atory variables (sentiment and absolute sentiment in our case). We observe 
size to be the most significant proxy for sentiment sensitivity, followed by net 
income, dividend yield, and age, in that order. We note a significant difference 
in each characteristic’s division. We observe the t-statistic indicating that sen-
timent consistently outperforms absolute sentiment; specifically, sentiment 
is the strongest predictor for smaller stocks, among other characteristics.
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These results motivate our next step, which involves summing the hypoth-
esised firm characteristics together and regressing the mean relative trading 
volume of Sentiment-Resistant Companies and Sentiment-Sensitive Companies 
on sentiment and absolute sentiment. It is, nevertheless, worth remember-
ing that the number of firms which simultaneously satisfy all characteristics 
to qualify for one portfolio or another is fewer than those per separate char-
acteristics. While the characteristics for size, age, net income, and dividend 
yield are non-mutually exclusive (e.g., a firm may be large and old, while an-
other may be large and young), firm characteristics for Sentiment-Resistant 
Companies and Sentiment-Sensitive Companies are mutually exclusive.

Figure 3 shows the number of stocks per characteristic. It also emphasises 
the reduction in the number of stocks, as the same are filtered for simulta-
neously comprising of corresponding characteristics per SRC or SSC.

We regress the relative trading volume of Sentiment-Resistant Companies 
against sentiment and absolute sentiment, and separately, the same of 
Sentiment-Sensitive Companies against sentiment and absolute sentiment. 
Regression results are presented in Table 3.

We start with Model 1, regressing the relative trading volume of portfoli-
os against sentiment; we observe it to be statistically significant for the rela-
tive trading volume of Sentiment-Sensitive Companies but not for Sentiment-
Resistant companies. In Model 2, replacing sentiment with absolute senti-
ment to capture only the sentiment magnitude and not the directional bias, 
we observe the same results as Model 1. We find absolute sentiment to be 
statistically significant for the relative trading volume of Sentiment-Sensitive 
Companies only. Next, we introduce both explanatory variables together in 
Model 3. The findings indicate that the trading volume of Sentiment-Resistant 
Companies exhibits no correlation with sentiment, whereas the relative trad-
ing volume of Sentiment-Sensitive Companies demonstrates a statistically sig-
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Figure 3. Breakdown of number of firms forming portfolios

Source: own work.

Table 3. Regression results of relative trading volume of portfolios against 
sentiment

Model 1 Model 2 Model 3

SRC SSC SRC SSC SRC SSC

Const
0.979*** 0.849*** 0.982*** 0.752*** 0.982*** 0.764***

(52.42) (21.15) (32.05) (14.33) (31.710) (15.690)

Std Sent
–0.007 0.127*** – – –0.007 0.122***

(–0.647) (3.953) – – (–0.620) (4.094)

Abs Std Sent
– – –0.005 0.125** –0.004 0.109***

– – (–0.217) (2.203) (–0.172) (2.772)

Adjusted R2 (%) –0.3 12 –0.4 3.8 –0.06 14

Note: This table presents the results of 6 regression analyses performed for 3 comparative models, dis-
played in one table. For each analysis, we use the mean relative volume of firms grouped for the cor-
responding portfolio (i.e. Sentiment-Resistant Companies, and Sentiment-Sensitive Companies) as the 
dependent variable, and for explanatory variables, in Model 1 we take sentiment, in Model 2, we take 
absolute sentiment, and in Model 3 we take both. We estimate t-statistics (in parentheses) using robust 
standard errors. We present coefficients in numerical format and p-values indicated by asterisks: ***, ** 
depicting 1%, and 5% significance levels, respectively, observations: 244. 

Source: own calculations.
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These results motivate our next step, which involves summing the hypoth-
esised firm characteristics together and regressing the mean relative trading 
volume of Sentiment-Resistant Companies and Sentiment-Sensitive Companies 
on sentiment and absolute sentiment. It is, nevertheless, worth remember-
ing that the number of firms which simultaneously satisfy all characteristics 
to qualify for one portfolio or another is fewer than those per separate char-
acteristics. While the characteristics for size, age, net income, and dividend 
yield are non-mutually exclusive (e.g., a firm may be large and old, while an-
other may be large and young), firm characteristics for Sentiment-Resistant 
Companies and Sentiment-Sensitive Companies are mutually exclusive.

Figure 3 shows the number of stocks per characteristic. It also emphasises 
the reduction in the number of stocks, as the same are filtered for simulta-
neously comprising of corresponding characteristics per SRC or SSC.

We regress the relative trading volume of Sentiment-Resistant Companies 
against sentiment and absolute sentiment, and separately, the same of 
Sentiment-Sensitive Companies against sentiment and absolute sentiment. 
Regression results are presented in Table 3.

We start with Model 1, regressing the relative trading volume of portfoli-
os against sentiment; we observe it to be statistically significant for the rela-
tive trading volume of Sentiment-Sensitive Companies but not for Sentiment-
Resistant companies. In Model 2, replacing sentiment with absolute senti-
ment to capture only the sentiment magnitude and not the directional bias, 
we observe the same results as Model 1. We find absolute sentiment to be 
statistically significant for the relative trading volume of Sentiment-Sensitive 
Companies only. Next, we introduce both explanatory variables together in 
Model 3. The findings indicate that the trading volume of Sentiment-Resistant 
Companies exhibits no correlation with sentiment, whereas the relative trad-
ing volume of Sentiment-Sensitive Companies demonstrates a statistically sig-

97

267

347

244

165

172

0

0

17

170

69

233

153

239

165

Portfolio

Dividend Yield

Net Income

Age

Size

SRC Characteristics Excluded SSC Characteristics

Large Small

Old Young

Positive Net Income

Yes No

Negative

SRC SSC

Figure 3. Breakdown of number of firms forming portfolios

Source: own work.

Table 3. Regression results of relative trading volume of portfolios against 
sentiment

Model 1 Model 2 Model 3

SRC SSC SRC SSC SRC SSC

Const
0.979*** 0.849*** 0.982*** 0.752*** 0.982*** 0.764***

(52.42) (21.15) (32.05) (14.33) (31.710) (15.690)

Std Sent
–0.007 0.127*** – – –0.007 0.122***

(–0.647) (3.953) – – (–0.620) (4.094)

Abs Std Sent
– – –0.005 0.125** –0.004 0.109***

– – (–0.217) (2.203) (–0.172) (2.772)

Adjusted R2 (%) –0.3 12 –0.4 3.8 –0.06 14

Note: This table presents the results of 6 regression analyses performed for 3 comparative models, dis-
played in one table. For each analysis, we use the mean relative volume of firms grouped for the cor-
responding portfolio (i.e. Sentiment-Resistant Companies, and Sentiment-Sensitive Companies) as the 
dependent variable, and for explanatory variables, in Model 1 we take sentiment, in Model 2, we take 
absolute sentiment, and in Model 3 we take both. We estimate t-statistics (in parentheses) using robust 
standard errors. We present coefficients in numerical format and p-values indicated by asterisks: ***, ** 
depicting 1%, and 5% significance levels, respectively, observations: 244. 

Source: own calculations.

nificant and robust relationship with both sentiment and absolute sentiment. 
Specifically, the coefficient for sentiment is +0.122, suggesting that for each 
one-unit increase in sentiment, the relative trading volume is expected to in-
crease by +0.122 units, holding all other factors constant. The same holds true 
for absolute sentiment as well. This strong evidence allows us to reject the 
null hypothesis that the coefficients are equal to zero, suggesting that both 
sentiment and absolute sentiment have a meaningful impact on the relative 
trading volume of Sentiment-Sensitive Companies. A key factor to note here 
is the adjusted R-squared, which for the model regarding Sentiment-Resistant 
Companies is –0.06%, suggesting that Google Trends-based sentiment explains 
no variance in the relative trading volume of these set of companies, while 
the same for Sentiment-Sensitive Companies is 14%. Similarly, we observe 
the high t-statistic for sentiment and nearly half for the sentiment when di-
rectional bias is removed, in the case of SSCs, providing evidence in favor of 
sentiment being a strong predictor in the equation. In the case of SRCs, we 
observe neither of the explanatory variables to be explainable of the waves 
or patterns of the relative trading volume of SRC stocks.

Overall, these results underscore the importance of sentiment in influ-
encing the trading behavior of the (retail) investors of companies which are 
simultaneously small, young, and do not generate profit or yield dividend.

While our first research question investigates the potential of Google Trends 
as a tool for measuring investor sentiment, the findings support this inquiry, 
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demonstrating that Google Trends can indeed serve as a reliable indicator of 
investor sentiment. The second research question explores which firm char-
acteristics are sensitive to investor sentiment. Our findings indicate that our 
Sentiment-Sensitive Companies portfolio comprises firms with characteristics 
that are sensitive to investor sentiment: they are small, young, with negative 
annual net profit, and those which do not yield dividends.

Our first hypothesis posits a positive and linear relationship between in-
vestor sentiment derived from Google Trends, and stock trading volume for 
Sentiment-Sensitive Companies. The analysis confirms this hypothesis reveal-
ing a significant positive correlation between the two variables. Following 
suit, our second hypothesis asserts that, irrespective of the directionality of 
sentiment, an increase in sentiment magnitude is associated with a corre-
sponding increase in stock trading volume for Sentiment-Sensitive Companies. 
The results substantiate this hypothesis, indicating that greater sentiment 
magnitude consistently correlates with increased relative trading volume in 
the stocks with the same firm characteristics, as exhibited visually in Figure 
4. These findings are in alignment with Das and Chen (2007), who found 
a strong relationship between the trading volume and sentiment. Loss aver-
sion theory seemed in place during COVID-19 era between the trading vol-
ume of SSCs and negative sentiment, the volatility may also be explained by 
the disposition effect (Weber & Camerer, 1998). This posits that investors may 
desire to avoid risk and hence sell stocks more in response to negative news 
(greater negative sentiment), naturally attracting further investors, and con-
tinuing the volatility.

Overall, the successful validation of the research questions and confirma-
tion for hypotheses provides empirical evidence of the association between 
investor sentiment and stock trading volume.

To verify whether the observed results are not driven by other factors we 
expand our models by adding control variables. We added VIX index as pre-

Figure 4. Actual versus fitted relative trading volume of SRCs and SSCs based 
solely on sentiment and absolute sentiment

Source: own work.

54



A. A. Qureshi, What makes stocks sensitive to investor sentiment

vious studies reveal strong correlations between stock market volatility and 
stock trading volume (regardless of investor sentiment). We also added lagged 
relative trading volume. These results are presented in Table 4.

Table 4. Regression results of relative trading volume of SRC and SSC against 
sentiment with control variables

SRC SSC

Const 0.426*** (7.168) 0.138*** (3.076)

Std Sent –0.01 (–1.200) 0.062*** (4.002)

Abs Std Sent 0.015 (1.081) 0.087*** (3.475)

VIX 0.007*** (3.524) 0.005*** (2.907)

Vol L1 0.390*** (5.208) 0.626*** (10.95)

Adjusted R2 (%) 38.9 56.7

Note: This table presents two regression analyses performed separately and displayed together. For each 
analysis, we use the mean relative volume of firms grouped for the corresponding portfolio (i.e. Sentiment-
-Resistant Companies, and Sentiment -Sensitive Companies) as the dependent variable, and use sentiment, 
absolute sentiment, CBOE’s VIX index, and the one-iteration lagged (abbreviated to L1) relative trading 
volume of the corresponding portfolio, as explanatory variables. We estimate t-statistics (in parentheses) 
using robust standard errors. We present coefficients in numerical format and p-values indicated by as-
terisks: *** depicting a 1% significance level, observations: 243.

Source: own calculations. 

Regarding sentiment, our findings remain consistent with the previous 
findings of the two portfolios (SRC and SSC). The newly introduced variables 
in our models—the VIX index and the one-week lagged relative trading vol-
ume of the respective portfolios—are statistically significant and positively 
correlated with each portfolio. The analyses conducted are auto-regressive, 
indicating that while both portfolios exhibit a strong correlation with the new-
ly added variables, investor sentiment remains a significant determinant of 

Figure 5. Actual versus fitted relative trading volume of SRCs and SSCs 
based on sentiment, absolute sentiment, and control variables

Source: own work.
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the relative trading volume of the stocks comprising the firm characteristics 
peculiar to Sentiment-Sensitive Companies. We observe the improvement in 
both models due to the additional variables in Figure 5.

It is important to highlight the high t-statistic associated with sentiment and 
absolute sentiment in both the SRC and SSC models. Additionally, we observe 
a significantly higher adjusted R-squared value in the SSC model compared 
to the SRC model, indicating that the explanatory variables account for 18% 
more variance in the relative trading volume of the SSC. This observation ne-
cessitates a critical comparison between Table 3 and Table 4. The inclusion of 
control variables leads to an improvement in the adjusted R-squared value, 
with the new explanatory power being particularly significant for the VIX and 
the latent relative trading volume, as evidenced by the t-statistics and p-values. 
A similar enhancement is indeed noted in the SSC models when comparing 
Table 3 and Table 4. In both cases, the market volatility index (VIX) is expect-
ed to display a strong correlation, since all stocks in SRCs and SSCs are chosen 
from the list of S&P 500, comprising the largest and most liquid companies in 
the United States (Kenton, 2024). Adding lagged relative trading volume as 
the strongest predictor (with the highest t-statistic), due to its auto-regres-
sive nature, sufficiently supports the adjusted R-squared explainability pow-
er of the models. Consequently, we focus on investor sentiment, in line with 
our scope, to conclude that small and young companies that generate losses 
and do not yield dividends are most sensitive to investor sentiment derived 
from Google Trends. Our findings are in line with Ferguson et al. (2015), who 
used sentiment based on news media, or Oliveira et al. (2017) using Twitter. 
As we observed the standardised sentiment overperforming the direction-
less sentiment, this is indeed the case with the findings of Aysan et al. (2024).

4. Empirical findings: Investor sentiment and stock 
returns

In the next step, we extend our analysis towards stock returns to investi-
gate the predictability potential of investor sentiment derived by Google 
Trends. Table 5 presents the results of the analysis between stock returns and 
sentiment.

Initially, we perform a regression analysis of portfolio stock returns using 
explanatory variables that include sentiment, the VIX index, relative trading 
volume, and the stock returns of the corresponding portfolio. All explanato-
ry variables are lagged by one week. Subsequently, we calculate abnormal 
returns by subtracting the change in the S&P 500 from the stock returns of 
each portfolio, thereby mitigating the impact of market movements. We then 

Table 5. Regression results of returns of SRC and SSC against sentiment with 
other variables

Table 5-A Table 5-B

Ret SRC Ret SSC Abn Ret SRC Abn Ret SSC

Const –0.003 –0.013 Const 0.000 –0.008

Sent Std L1 0.002 0.006** Sent Std L1 –0.001 0.004*

VIX L1 0.000 0.001* VIX L1 0.000 0.001*

Vol L1 –0.002 –0.017* Vol L1 0.001 –0.013*

Ret L1 –0.076 0.093 Abn Ret L1 –0.092 0.054

Adjusted R2 
(%) 0.30 3.90 Adjusted R2 

(%) –0.06 2.50

Note: This table presents two sub-tables, each with results of two regression analyses performed separately 
and displayed together. For the two models in Table 5-A, we use the mean stock returns of firms grouped 
for the corresponding portfolio (SRC or SSC) as the dependent variable, and use sentiment, CBOE’s VIX in-
dex, relative volume (abbreviated to Vol) of the corresponding portfolio, and mean stock returns (abbre-
viated to Ret) of the corresponding portfolio. For Table 5-B, we replace dependent variables with abnor-
mal stock returns (abbreviated to Abn Ret) of firms grouped for the corresponding portfolios, and among 
the explanatory variables, we replace mean stock returns with abnormal returns of the corresponding 
portfolio. It must be noted that in all Table 5 models, all explanatory variables are lagged for one itera-
tion, i.e. one week in this case (abbreviated to L1). We present coefficients in numerical format and p-val-
ues indicated by asterisks: **, * depicting 5%, and 10% significance level, respectively, observations: 243.

Source: own calculations. 
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the relative trading volume of the stocks comprising the firm characteristics 
peculiar to Sentiment-Sensitive Companies. We observe the improvement in 
both models due to the additional variables in Figure 5.

It is important to highlight the high t-statistic associated with sentiment and 
absolute sentiment in both the SRC and SSC models. Additionally, we observe 
a significantly higher adjusted R-squared value in the SSC model compared 
to the SRC model, indicating that the explanatory variables account for 18% 
more variance in the relative trading volume of the SSC. This observation ne-
cessitates a critical comparison between Table 3 and Table 4. The inclusion of 
control variables leads to an improvement in the adjusted R-squared value, 
with the new explanatory power being particularly significant for the VIX and 
the latent relative trading volume, as evidenced by the t-statistics and p-values. 
A similar enhancement is indeed noted in the SSC models when comparing 
Table 3 and Table 4. In both cases, the market volatility index (VIX) is expect-
ed to display a strong correlation, since all stocks in SRCs and SSCs are chosen 
from the list of S&P 500, comprising the largest and most liquid companies in 
the United States (Kenton, 2024). Adding lagged relative trading volume as 
the strongest predictor (with the highest t-statistic), due to its auto-regres-
sive nature, sufficiently supports the adjusted R-squared explainability pow-
er of the models. Consequently, we focus on investor sentiment, in line with 
our scope, to conclude that small and young companies that generate losses 
and do not yield dividends are most sensitive to investor sentiment derived 
from Google Trends. Our findings are in line with Ferguson et al. (2015), who 
used sentiment based on news media, or Oliveira et al. (2017) using Twitter. 
As we observed the standardised sentiment overperforming the direction-
less sentiment, this is indeed the case with the findings of Aysan et al. (2024).

4. Empirical findings: Investor sentiment and stock 
returns

In the next step, we extend our analysis towards stock returns to investi-
gate the predictability potential of investor sentiment derived by Google 
Trends. Table 5 presents the results of the analysis between stock returns and 
sentiment.

Initially, we perform a regression analysis of portfolio stock returns using 
explanatory variables that include sentiment, the VIX index, relative trading 
volume, and the stock returns of the corresponding portfolio. All explanato-
ry variables are lagged by one week. Subsequently, we calculate abnormal 
returns by subtracting the change in the S&P 500 from the stock returns of 
each portfolio, thereby mitigating the impact of market movements. We then 

Table 5. Regression results of returns of SRC and SSC against sentiment with 
other variables

Table 5-A Table 5-B

Ret SRC Ret SSC Abn Ret SRC Abn Ret SSC

Const –0.003 –0.013 Const 0.000 –0.008

Sent Std L1 0.002 0.006** Sent Std L1 –0.001 0.004*

VIX L1 0.000 0.001* VIX L1 0.000 0.001*

Vol L1 –0.002 –0.017* Vol L1 0.001 –0.013*

Ret L1 –0.076 0.093 Abn Ret L1 –0.092 0.054

Adjusted R2 
(%) 0.30 3.90 Adjusted R2 

(%) –0.06 2.50

Note: This table presents two sub-tables, each with results of two regression analyses performed separately 
and displayed together. For the two models in Table 5-A, we use the mean stock returns of firms grouped 
for the corresponding portfolio (SRC or SSC) as the dependent variable, and use sentiment, CBOE’s VIX in-
dex, relative volume (abbreviated to Vol) of the corresponding portfolio, and mean stock returns (abbre-
viated to Ret) of the corresponding portfolio. For Table 5-B, we replace dependent variables with abnor-
mal stock returns (abbreviated to Abn Ret) of firms grouped for the corresponding portfolios, and among 
the explanatory variables, we replace mean stock returns with abnormal returns of the corresponding 
portfolio. It must be noted that in all Table 5 models, all explanatory variables are lagged for one itera-
tion, i.e. one week in this case (abbreviated to L1). We present coefficients in numerical format and p-val-
ues indicated by asterisks: **, * depicting 5%, and 10% significance level, respectively, observations: 243.

Source: own calculations. 

replace the dependent variable with the abnormal returns of each portfolio 
and regress these against the same explanatory variables, substituting stock 
returns with abnormal returns, while maintaining the one-week lag for all 
explanatory variables.

Our findings indicate that for stock returns, the sentiment from the previous 
week exhibits a strong and significant positive relationship with the next-week 
stock returns of SSCs. Additionally, the lagged VIX index and lagged relative 
trading volume are statistically significant for SSCs, whereas none of these var-
iables demonstrate any correlation with stock returns of SRCs. Notably, in the 
case of lagged relative trading volume, we observe an inversely proportional 
relationship with sentiment; specifically, for every increase of 0.017 units in 
relative trading volume, there is a corresponding decrease of one unit in the 
stock returns of SSCs. In the analysis of abnormal returns, a similar pattern 
emerges, with SSCs showing a strong significant relationship with lagged sen-
timent, the lagged VIX index, and lagged relative trading volume. We again 
observe the inversely proportional relationship with lagged relative trading 
volume, quantified at –0.013. Thus, our findings provide statistically significant 
evidence for the potential to forecast stock returns of small, young, unprofit-
able firms which do not yield dividends through investor sentiment derived 
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from Google Trends, thus also satisfying our additional hypothesis (H3) that 
investor sentiment derived from Google Trends can be used to forecast the 
future returns of Sentiment-Sensitive Companies. Our findings coincide with 
those of Berger (2022), who also used Google Trends’ data to conclude that 
small, young, and volatile firms are sensitive to investor sentiment, as in our 
findings. However, we expand on the volatility separately by observing the 
trading volume (described in the previous chapter), and we include profita-
bility (through the use of net income), and dividend yield to further narrow 
down the investigation for both relative trading volume and stock returns.

5. Robustness check with Alternate Sentiment Index

There are various ways to measure investor sentiment. Tetlock (2007) used 
print media, ISEE by NASDAQ uses ratios of long call and put options by retail 
investors, CNN’s sentiment index known as the Fear & Greed Index relies on 
several proxies such as put and call options, market volatility, junk bond de-
mand, etc., and we captured internet searches. Next, we use an investor sen-
timent index from the American Association of Individual Investors.10 This or-
ganisation conducts a survey every week to measure investor sentiment based 
on responses of whether investors believe the market is going to be bullish, 
neutral, or bearish. Responses from investors are recorded for the upcoming 
week, and a sentiment is calculated as a bull–bear spread. We use the AAII 

 10 https://www.aaii.com/sentimentsurvey
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Figure 6. AAII sentiment and Google Trends-based sentiment indices

Source: own work.
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sentiment index as a robustness check for the baseline results from our re-
gression models. Figure 6 presents both sentiment indices (AAII sentiment 
and Google Trends-based sentiment) in the same scope for visual inspection 
of the waves and patterns.

We regress the relative trading volumes of SRCs and SSCs against AAII sen-
timent and Google Trends-based sentiment and compare the results. AAII 
conducts an expansive survey involving thousands of respondents to gauge 
investor sentiment, whereas the Google Trends-based measure is free, fast, 
and adds practical efficiency.

Table 6. Regression analyses of relative trading volume against sentiment  
– AAII Sentiment versus GT Sentiment

Table 6-A Table 6-B

Ret SRC Ret SSC Abn Ret SRC Abn Ret SSC

Const
0.953*** 0.681***

Const
0.982*** 0.764***

(40.54) (11.34) (37.310) (15.690)

AAII Sent Std
–0.030 0.134**

GT Sent Std
–0.007 0.122***

(–1.437) (2.537) (–0.620) (4.094)

AAII Sent Std 
Abs

0.013 0.270*** GT Send Std 
Abs

–0.004 0.109***

(0.508) (4.239) (–0.172) (2.772)

Adjusted R2 
(%) 3.12 10.12 Adjusted R2 

(%) –0.06 14

Note: This table presents results of separate regression models in one uniform structure. We regress the 
relative trading volume of each portfolio with sentiment and absolute sentiment. We replace Google 
Trends-based sentiment with one acquired from the American Association of Individual Investors, and 
compare the significance levels of variables, thus concluding our robustness check. We estimate t-statis-
tics (in parentheses) using robust standard errors. We present coefficients in numerical format and p-val-
ues indicated by asterisks: ***, **, * depicting 1%, 5%, and 10% significance level, respectively, observa-
tions: 243 (6-A), 244 (6-B).

Source: own calculations. 

Neither of the investor sentiments exhibits statistical significance concern-
ing the relative trading volume of SRC; however, both investor sentiments are 
significantly correlated with the relative trading volume of SSCs. Comparing 
SSCs for sentiments derived from AAII and Google Trends (Panel A of Table 6), 
we observe that both models have positive coefficients suggesting that the 
waves and patterns between either sentiment would resonate similarly with 
the relative trading volume of SSCs. We observe the t-statistic for Google 
Trends-based sentiment (Panel B of Table 6) to be higher than that of AAII-
based sentiment, indicating that the former is a stronger predictor of rela-
tive trading volume of SSCs. Comparing the results, we observe the Google 
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Trends-based sentiment index to be a stronger determinant of the relative 
trading volume of SSCs in comparison to when the directional bias is removed 
from it. Quite the contrary, for SSCs’ relative trading volume being determined 
through AAII sentiment, this effect is switched: sentiment magnitude regard-
less of directionality is a stronger determinant than directional sentiment. 
Nonetheless, the adjusted R-squared for AAII-based model for SSCs is lower 
than that of the Google Trends-based model for SSCs, suggesting that Google 
Trends-based sentiment explains a greater portion of the variance in relative 
trading volume of SSCs compared to the AAII sentiment model. The findings 
indicate a more pronounced relationship with sentiment derived from Google 
Trends compared to that from the American Association of Individual Investors. 
This further substantiates the notion that the characteristics of firms includ-
ed in the portfolio of Sentiment-Sensitive Companies (small, young, unprof-
itable, and non-dividend-yielding) exhibit a strong relationship with investor 
sentiment, regardless of how it is measured. It is pertinent to note that the 
investor sentiment derived from Google Trends is more effective in explain-
ing the variance for SSCs’ relative trading volumes.

Conclusions

This study focuses on the relationship between the stock market, specifi-
cally trading volume, and investor sentiment. We formulate a novel approach 
involving implementing Google SVI-based investor sentiment (based on pos-
itive/negative word classification) and find the specific firm characteristics 
which resonate with the waves and patterns of the sentiment. Our findings 
affirmatively address the first research question, demonstrating that Google 
Trends can serve as a reliable proxy for measuring investor sentiment, con-
sistent with the suggestions made by Duc et al. (2024) and other research-
ers who have utilised Google Search as a sentiment indicator (Costola et al., 
2021; Smales, 2021).

Baker and Wurgler (2007) utilised market proxies to generate a sentiment 
index, the American Association of Individual Investors runs a survey to ac-
quire this knowledge, and we used Google Trends to generate an index to 
measure investor sentiment and investigate its relationship with the stock 
market performance of companies and assess which characteristics (size, age, 
dividend policy, and profitability) make them more sensitive to investor senti-
ment. Using a sample of 500 US companies, we created two distinct portfolios 
of Sentiment-Resistant Companies, and Sentiment-Sensitive Companies, ex-
pecting large, old, profitable and dividend-yielding companies to be resistant 
to investor sentiment and the exact opposite characteristics to be sensitive 

60



A. A. Qureshi, What makes stocks sensitive to investor sentiment

to investor sentiment. The analysis reveals that the said firm characteristics 
do indeed influence a firm’s sensitivity to investor sentiment. Specifically, our 
results indicate that smaller and younger companies that generate losses and 
do not yield dividends exhibit a strong and positive correlation with investor 
sentiment. This finding aligns with the notion that individual investors, often 
characterised as “noise traders” (Shleifer & Summers, 1990), are more likely 
to react to sentiment changes in firms that are perceived as riskier or less es-
tablished. Conversely, larger and older companies which generate profits and 
yield dividends show no significant relationship with sentiment, suggesting 
that established firms may be less susceptible to the fluctuations of investor 
sentiment, as posited by Baker and Wurgler (2006). This distinction empha-
sises the critical role of firm characteristics in understanding the dynamics of 
sentiment-driven trading behavior.

Moreover, our investigation into the forecasting potential of investor senti-
ment reveals a significant and positive relationship between lagged sentiment 
derived from Google Trends and next-week stock returns for the firms iden-
tified as Sentiment-Sensitive Companies, but not for the same of Sentiment-
Resistant Companies. This finding not only contributes to the literature on 
investor behavior (Baker & Wurgler, 2006; Duc et al., 2024) but also offers 
practical implications for retail investors and market participants seeking to 
leverage sentiment analysis in their decision-making processes. In conclusion, 
this study fills a significant gap in the literature by linking investor sentiment 
to specific firm characteristics, thereby providing a nuanced understanding 
of how sentiment influences trading volume and stock returns. Our findings 
are equally useful for researchers and retail investors in repeating or enhanc-
ing the methodology of using the free-to-tool Google Trends tool to gener-
ate a sentiment index through the use of random keywords from dictionar-
ies available for everyone. They can also capitalise on the firm characteristics 
which we have shown to be statistically significant with this sentiment. Future 
research could expand upon these findings by exploring additional firm char-
acteristics or examining the impact of sentiment in diverse market conditions.
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Appendix

Abbreviations

Abs Absolute x̅ Mean

AVG Average t Student’s t-test

Std Standardised X̃ Median

Sent Sentiment σ Standard deviation

Vlt Volatility STDEV Standard deviation

Vol Relative volume Ret Returns

SRC Sentiment-Resistant Companies SSC Sentiment-Sensitive Companies

Const Constant GT Google Trends

Pos Positive Neg Negative

L1 Lag 1 (1 week here)
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where:
• Pw: Adjusted closed price of last trading day of week,
• Pw–1: Adjusted closed price of last trading day of the previous week,
• AbnRet: Abnormal Returns,
• N: Number of stocks.

All stocks carry equal weights during stock returns calculation. Portfolio may refer to grouping of stocks 
for SSC, SRC, or per each firm characteristic as described.
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household consumption in sub-Saharan 

Africa: Evidence from the application of an 
endogenous threshold dynamic panel model
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Abstract

This paper examines the effect of financial inclusion on per 
capita household consumption expenditures in sub-Saharan 
Africa. It uses data from 28 countries over the period 2004–
2022 and an endogenous threshold dynamic panel model 
for econometric estimations. The study finds evidence of 
the asymmetric effects of financial inclusion on household 
consumption expenditures in the region. There exists a re-
mittances threshold that varies between 2.6% and 6.5% of 
an average sub-Saharan African country’s GDP below which 
financial inclusion increases per capita household consump-
tion expenditures. However, above that threshold, financial 
inclusion does not contribute to improving household welfare 
in the region. Therefore, given that the effect of financial in-
clusion increases with liquidity constraints, policies that tar-
get a better allocation of remittances received would amplify 
the effect of financial inclusion on household consumption.
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Introduction

In lower-income countries, households spend a substantial proportion of 
their income on meeting basic needs, such as food and non-food consump-
tion items (Regmi & Meade, 2013). However, liquidity constraints often limit 
the ability of poor households to purchase the desired goods and services. 
Poverty is a major development challenge, particularly in sub-Saharan Africa 
(SSA), where the number of poor people has increased from 280 million in 
1990 to 413 million in 2015 (World Bank, 2018). Thus, to improve living con-
ditions in the region, mechanisms that stimulate asset accumulation are 
crucial, along with the ability to generate income and provide financial risks 
management tools.

Financial systems which serve savings mobilisation, resource allocation 
and risk management can stimulate economic growth (Beck et al., 2000) and 
contribute to reducing poverty through both direct and indirect (trickle-down 
effect) channels (Dollar & Kraay, 2002; Jalilian & Kirkpatrick, 2005). However, 
the welfare effect of finance can be attenuated or cancelled out in the pres-
ence of financial market friction. Jalilian and Kirkpatrick (2005) contend that 
the indirect effect has more impact because of the prohibitive costs of finan-
cial services to poor households. Inoue and Hamori (2012) maintain that the 
indirect effect may not be effective in developing countries, where elites of-
ten monopolise the benefits of economic prosperity.

Alternatively, poor households may seek financial support from families 
in the form of remittances to smooth consumption, invest in education, set 
up income generating activities and accumulate assets (Acosta et al., 2008; 
Demirgüç-Kunt et al., 2011). As remittances relax liquidity constraints, mim-
icking the role of financial inclusion, they can reduce the demand for formal 
financial services (Ajefu & Ogebe, 2019). Hence, it is essential to test empir-
ically the substitution / complementarity hypothesis between these sources 
of finance in terms of their welfare effects.

The objective of this paper is to examine the welfare effect of financial in-
clusion in sub-Saharan Africa. More specifically, the study aims to: 1) identi-
fy the effect of financial inclusion on household consumption expenditures; 
2) examine the role of remittances on the financial inclusion-household con-
sumption expenditures nexus.

The study adopts a household welfare indicator, namely per capita house-
hold consumption expenditure, which is stable and more reliable than income 
in developing countries (Quartey, 2008; Ravallion & Datt, 2002). Due to the 
data availability for a fairly long period, this approach is used to examine the 
finance-remittances-poverty link from an economic welfare angle instead of 
the traditional income poverty measure (Abor et al., 2018; Nsiah et al., 2021; 
Sehrawat & Giri, 2016).
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To the best of our knowledge, no previous studies have examined the fi-
nancial inclusion-remittances-household consumption triangle. This paper 
makes several contributions to existing literature. Firstly, it provides empirical 
evidence on the macroeconomic welfare effect of financial inclusion in SSA 
by linking access to and use of formal financial services’ indicators to house-
hold consumption expenditures. Secondly, using a novel methodological ap-
proach, the dynamic panel with potentially endogenous threshold model, the 
paper establishes evidence of the asymmetric effects of financial inclusion 
on household welfare by highlighting the role of received remittances. This 
facilitates testing for the complementarity / substitution hypothesis between 
financial inclusion and remittances in their effects on welfare. Thirdly, the pa-
per draws policy recommendations to improve access to and use of formal 
financial services in SSA and their welfare effects on households.

Two main results emerge from econometric analyses: 1) financial inclusion 
significantly affects per capita household consumption expenditures; 2) the 
effect of financial inclusion on per capita household consumption expendi-
tures depends on the ratio of remittances received. There exists a threshold 
level of remittances varying between 2.6% and 6.5% of an average sub-Saha-
ran African country’s GDP, below / above which financial inclusion has a pos-
itive / negative effect on per capita household consumption expenditures.

The paper is structured as follows: Section 1 is dedicated to the relevant 
literature. Section 2 presents some stylised facts concerning the dynamics of 
finance and households’ welfare, while Section 3 describes the methodology. 
Section 4 analyses empirical results and Section 5 presents a discussion of the 
results. The paper draws some conclusions in the final section.

1. Literature review

1.1. Concepts of poverty and welfare

The welfare school defines income poverty as the lack of economic well-be-
ing. Thus, a person is poor when he or she is unable to attain a certain mini-
mum level of well-being considered standard in his or her society. In this vein, 
the World Bank defines poverty as the inability of people to reach a particu-
lar minimum standard of living defined according to consumption of basic 
needs (World Bank, 1990).

From an empirical standpoint, indicators such as income share of the low-
est quintile, headcount ratio and poverty gaps are used to measure poverty. 
However, by focusing on actual resources used by households to meet their 
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needs, consumption expenditures provide a better measure of economic 
well-being and indirectly for poverty. This is relevant to developing countries, 
where consumption expenditures among the poor are more reliable and sta-
ble than their incomes, and data on poverty are scarce because of limited sur-
veys of households (Dhrifi, 2015; Sehrawat & Giri, 2016; Uddin et al., 2014).

1.2. Theoretical framework for the finance, remittances 
and economic welfare nexuses

Early theories show that finance affects poverty through direct and indi-
rect channels. Whereas the indirect effect could come from shared economic 
prosperity (Dollar & Kraay, 2002, 2004), the direct effect could be the result of 
financial development that reduces costs and information asymmetry (Stiglitz, 
1998), or improved access to financial services by poorer citizens (World Bank, 
1990). Two theoretical predictions emerge from the direct effect of finance: 
McKinnon’s conduct effect (McKinnon, 1973), which states that financial de-
velopment can provide profitable savings opportunities for poor people to 
accumulate higher-yielding assets; and Shaw’s intermediation effect (Shaw, 
1973), which postulates that financial development improves access to credit.

However, the beneficial effect of finance can be reaped if financial devel-
opment improves access to and use of financial services by tackling the caus-
es of market failures. Improved access and use can lead to increased asset 
accumulation by poorer people, productivity, income and the potential for 
sustainable livelihoods (Banerjee et al., 2017; Cole et al., 2017; Dupas et al., 
2018; Dupas & Robinson, 2013). Therefore, by providing access to savings, 
credits and financial risks management, financial inclusion reduces liquidity 
constraints, and increases disposable income and consumer spending, hence 
improving economic well-being.

However, in developing countries, where financial sectors are less devel-
oped and access to finance is highly asymmetric (Beck et al., 2007), financial 
development can further widen inequalities by strengthening the economic 
position of the rich (Demirgüç-Kunt & Levine, 2009; Greenwood & Jovanovic, 
1990), perpetuating poverty. Thus, limited access to credits and savings tools 
would restrict household consumption expenditures.

As with financial inclusion, remittances, a substantial alternative source of 
financing, provide recipient households with an additional income that can be 
used to purchase goods and services, thus boosting consumption (Combes & 
Ebeke, 2011; Ramcharran, 2020). Furthermore, remittances may have a sta-
bilising effect on consumption (Combes & Ebeke, 2011) in countries where 
most households draw their income from volatile economic sectors, such as 
agriculture in developing countries.
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Two theoretical predictions on the remittances-financial inclusion nexus 
emerge in the literature: the complementarity hypothesis and the substituta-
bility hypothesis. The complementarity hypothesis postulates that remittance 
flows improve access to and use of formal financial services through the de-
mand for deposit accounts (Aggarwal et al., 2011; Anzoategui et al., 2011; 
Demirgüç-Kunt et al., 2011) and bank branch expansion (Demirgüç-Kunt et al., 
2011). Conversely, the substitutability hypothesis postulates that remittances 
may not act as a catalyst for financial inclusion. In imperfect credit markets, 
remittances may substitute for financial inclusion by alleviating households’ 
liquidity constraints (Ambrosius & Cuecuecha, 2013; Anzoategui et al., 2011; 
Brown & Carmignani, 2015).

1.3. Empirical literature

Several studies have examined the effect of finance on poverty and house-
holds’ welfare. In a pioneering study, Burgess and Pande (2005) reveal that 
the expansion of rural bank branches reduced poverty in India. Similarly, 
Dhrifi (2015) finds financial development to increase per capita household 
consumption expenditures in middle- and high-income countries. The lack of 
appropriate access to finance was cited as the main reason for the absence of 
such an effect in low-income countries. In a study of long-term relationships, 
Sehrawat and Giri (2016) find that financial development increases per cap-
ita household consumption expenditures.

Investigating the role of financial inclusion on inclusive growth in Ghana, 
Abor et al. (2018) show that inclusive finance reduces the probability of 
households falling into poverty and increases per capita consumption ex-
penditures. Using repeated household Financial Access datasets over the 
period 2009–2016, Mwangi and Atieno (2018) show that financial inclusion 
increases Kenyan households’ welfare. Likewise, Chakrabarty and Mukherjee 
(2022) demonstrate a positive impact of financial inclusion on rural and ur-
ban households’ welfare (diversification in consumption expenditure) in Inda.

Nsiah et al. (2021) adopt a financial inclusion index to examine the pov-
erty-alleviating effect of financial inclusion, using data for 15 SSA countries. 
The study findings from the Static Threshold Effect Panel show that financial 
inclusion reduces poverty above the index threshold level of 0.365. Bari et 
al. (2024) examine the effect of financial inclusion on slum households’ ex-
penditure patterns in Bangladesh. Their findings show that financial inclusion 
increases expenditure on education, but it has no significant effect on food, 
non-food and health expenditures.

Other studies have examined the beneficial effects of remittances and the 
ramifications for financial development / inclusion. Findings by Combes and 
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Ebeke (2011) indicate that remittances reduce households’ consumption in-
stability, with this effect being more pronounced in less financially developed 
countries. Inoue (2018) show that remittances negatively transform the ef-
fect of financial development on poverty in favour of the substitutability hy-
pothesis. Quantifying the effect of remittances on investment, Askarov and 
Doucouliagos (2020) find that remittances increase households’ expenditure 
on education, with larger effects for international remittances. Similarly, using 
data from some selected SSA countries, Ajefu and Ogebe (2021) find a pos-
itive effect of remittances on expenditures on durable goods, food, health 
and education.

2. Finance and welfare dynamics in sub-Saharan Africa

Although SSA’s financial systems developed following liberalisation re-
forms in the 1980s, tariff and non-tariff barriers deprive a substantial share 
of the population of access to formal finance systems. Largely dominated by 
banks, financial systems in SSA are less inclusive even by the standard of de-
veloping countries (Allen et al., 2014; Otchere et al., 2017). The 2021 Global 
Findex report cites having little money to use an account, exorbitant costs 
and distance from financial institutions are major barriers to financial inclu-
sion (Global Findex, 2021).

Figure 1 breaks down by income level the financial inclusion indicators in 
SSA in 2021. In panel a, while overall access to formal accounts was around 
55%, it was only 44% for the poorest 40% quintile of households, against 63% 
for the richest 60% quintile. In panel b, 16% and 10% of adults in SSA, respec-
tively, used financial institutions savings and borrowings (including mobile 
money) with a substantial gap between rich and poor. The gaps stand at 11 
and 5 percentage points, respectively, for savings and borrowings for the 60% 
and 40% quintiles of the richest and poorest households.

In 2021, savings and credit gaps, which had increased compared to their 
levels in 2017, point to a deterioration in the use of formal financial services, 
despite improved access. This poses an additional challenge to reaping ben-
efits from financial inclusion in the region. Therefore, bringing previously ex-
cluded or marginalised segments into formal financial systems while encour-
aging the use of its services would improve living conditions of population.

Improving the standard of living is a development challenge facing devel-
oping countries in general and those of SSA in particular. World Bank data 
show that whereas global extreme poverty fell from 36% in 1990 to 10% in 
2015, an increasing number of people experience poor living conditions in 
sub-Saharan Africa (World Bank, 2020). For instance, per capita household 
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consumption expenditures rose from $ 737 and $ 2334 in 1990 to $ 1079 and 
$ 4442 in 2015, respectively, in SSA and East Asia and Pacific.

Access to finance is likely to be a discriminating factor in explaining the tra-
jectories of welfare and extreme poverty reduction in developing countries. 
Alternatively, remittances, which constitute an external source of finance, 
make up a substantial share of GDP in many SSA countries, such as Liberia 
(27%), Comoros (21%), Gambia (21%), Lesotho (15%) and Senegal (14%) 
(Ratha et al., 2018). Empirical studies show that remittances reduce poverty 
and inequality, and improve investment in human and physical capital and 
promote economic growth (Acosta et al., 2008; Adams & Cuecuecha, 2013; 
Cepparulo et al., 2017; Combes et al., 2014).

3. Materials and methods

3.1. Data

The paper uses data from the World Bank (WDI and GFDD) databases for 
28 SSA countries over the period 2004–2022. Household consumption (Cons) 
is measured by per capita final household consumption expenditures (con-
stant 2015 US $). Although household consumption expenditure is an indica-
tor of economic welfare (Beegle et al., 2012), it is also widely used to measure 
poverty. Moreover, poverty is well depicted by consumption-based measures 

Figure 1. Breakdown of financial inclusion in sub-Saharan Africa by income level 
in 2021

Source: based on (Global Findex, 2021).
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than income-based measures (Meyer & Sullivan, 2011) and consumption ex-
penditure data are available for a fairly long period.

Financial inclusion (FI) is measured by bank branch and deposits. Bank 
branch density indicates the prevalence of commercial banks per 100,000 
adults, while deposits per 1,000 adults measure formal savings. Financial in-
clusion relaxes liquidity constraints, stimulates asset accumulation, and in-
creases productivity, entrepreneurship, income and the potential for sustain-
able livelihoods (Banerjee et al., 2017; Cole et al., 2017; Dupas et al., 2018; 
Dupas & Robinson, 2013). It is expected to have a positive effect on house-
hold consumption expenditures.

Remittances (Rem) measured by the ratio of remittances received to 
GDP would increase household final consumption expenditures by provid-
ing recipient households with additional income for consumption as well 
as for investment (Acosta et al., 2008; Adams & Cuecuecha, 2013; Combes 
& Ebeke, 2011). GDP per capita (GDPpc) at constant 2015 US $ measures 
the level of economic development and is expected to improve household 
welfare. Economically more developed countries tend to have a lower lev-
el of poverty.

Inflation (Inf), measured by the consumer prices index (annual %), reduces 
household consumption, as high and unpredictable inflation erodes the in-
come of the poor, which is often not indexed to inflation (Easterly & Fischer, 
2001). Trade openness (Open), measured by the sum of exports and imports 
of goods and services as a share of GDP, can have a positive effect on welfare 
(Anetor et al., 2020) through a number of channels, including increased gov-
ernment revenue, which can be used to finance social policies, faster growth, 
lower prices for imported products, etc. However, trade openness may in-
crease vulnerability as a result of integration into the globalised world, or its 
effectiveness may depend on other factors (Le Goff & Singh, 2014).

Government expenditure (Exp), which include expenditures on education, 
health and public subsidies, is used to control for public redistribution policies. 
The expected effect of Government expenditure is ambiguous, as it depends 
on the effectiveness of such policies (Anderson et al., 2018). Effective redis-
tribution policies increase consumption, while the absence of such policies 
reduces it. Similarly, the unemployment level (Unem) diminishes household 
welfare (Corcoran & Hill, 1980).

3.2. Econometric model specification

While financial inclusion enables people to invest in income-generating 
activities and accumulate assets, poor households are often excluded from 
formal financial systems because of prohibitive costs and non-tariff barriers. 
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Although funds received from remittances ease liquidity constraints and im-
prove welfare, it is usually households with poor living conditions who are 
more likely to receive remittances.

To examine the interrelationships between financial inclusion, remittanc-
es and household consumption, this study adopts Seo and Shin’s (2016) 
Endogenous Threshold Dynamic Panel (ETDP) model. The model captures 
asymmetric effects (in the presence of heterogeneity) and dynamics of ad-
justment and also accommodates for both regressors and the threshold vari-
able to be endogenous.

The starting point of the ETDP is the static threshold panel model devel-
oped by (Hansen, 1999), in which regressors and the threshold variable are 
all assumed to be exogenous. Caner and Hansen (2004) extended the mod-
el to accommodate endogenous regressors adapted for cross-sectional data. 
González et al. (2004) developed the Panel Threshold Smooth Transition 
Regression (PTSR) model, which allows coefficients to change gradually from 
one regime to another. Although Kremer et al. (2013) generalised Caner and 
Hansen’s model to panel data, this model captures the dynamic nature as-
sociated with the persistence of the phenomena under study only within an 
exogenous threshold variable framework.

To address the limitations of these models, Seo and Shin (2016) proposed 
the Endogenous Threshold Dynamic Panel model, which can be written as 
follows:

  ′ ′= ≤ + > +1 2   (1, )  1  (1, )( ) ( 1  )it it it it it ity x ϕ q γ x ϕ q γ ε   (1)

where yit is the dependent variable, xit a vector (k1 ∙ 1) of time-varying regres-
sors that can include a lagged value of the dependent variable (yit–1), 1(–) is 
an indicator function, qit is the transition variable, γ is the threshold parame-
ter, ϕ1 and ϕ2 are coefficients of different regimes dictated by the threshold 
variable, and εit are the error terms defined by εit = αi + vit.

The model developed by Seo and Shin (2016) draws inferences by estimat-
ing parameter conditioning on a threshold variable, which might be endog-
enous (affected by other variables in the model). Therefore, the estimated 
slope coefficients that measure the effect of variables on the outcome may 
differ depending on the value of the estimated threshold.

To address the critical issue of endogeneity, the authors proposed estima-
tion techniques based on first-differenced Generalised Method of Moments 
(FD-GMM) or first-differenced two-stage least squares (FD-2SLS). While the 
latter is used in the case of strict exogeneity of the threshold variable, the 
former allows for both regressors and the threshold variable to be endoge-
nous and uses lagged dependent variables as instruments.

Moreover, Seo and Shin (2016) propose a linearity testing procedure (fol-
lowing a Wald statistic) and a Hausman type test, which postulate the absence 
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of a threshold effect and the exogeneity of the threshold variable under a null 
hypothesis, respectively.

The ETDP model has recently attracted considerable attention in literature 
for its ability to analyse dynamic effects in a framework where both regres-
sors and the transition variable can be endogenous (Bolarinwa & Simatele, 
2023; Ochi et al., 2023; Okunade, 2022). The empirical specification of the 
model is given by:
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Cons is the dependent variable and given the dynamic nature, its one-pe-
riod lagged value (Consit–1) is introduced into the model. FI is financial inclu-
sion, remittances (Rem) is the threshold variable and γ is the threshold coef-
ficient. Control variables are per capita GDP (GDPpc), government expendi-
tures (Exp), inflation (Inf), unemployment (Unem) and trade openness (Open). 
Coefficients βs and ϕs are parameters to be estimated; μ represents specific 
fixed effects and ε is the error term.

4. Empirical results

4.1. Descriptive statistics

Table 1 shows that over the period 2004–2022, per capita household con-
sumption expenditures reached an average of $1,468, with a minimum of 
$202 and a maximum of $1,789. The overall level of financial inclusion is very 
low. On average, there are 7 commercial bank branches per 100,000 adults 
and 321 commercial bank depositors per 1,000 adults in the region. While 
remittances constituted a substantial share of GDP in some countries, up to 
42%, in others they represented an insignificant share (0%).

On average, remittances represented 4.11% of the GDP of SSA countries. 
GDP per capita was $2,312 on average, with some variability between coun-
tries (standard deviation equals $3072). Public spending in areas of interest 
averaged 16.13% of GDP, with a minimum of 2.1% and a maximum of 44%. 
The average inflation rate was 7.4%, while the average unemployment rate 
among SSA populations over the period was around 8%.
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4.2. Estimating the effect of financial inclusion 
on household consumption

The endogenous threshold dynamic panel model requires two conditions: 
data series contain no missing values, and variables are stationary. To test for 
stationarity, a battery of first-generation tests is employed (Levin–Lin–Chu, 
Breitung, Im–Pesaran–Shin and Fisher Phillips–Perron tests), as these tests 
provide more reliable results for data with a relatively short time period (as in 
the case of this study, 2004–2022). The results of stationarity tests are shown 
in Table 2. The null hypothesis is the presence of a unit root (non-stationary 
variables). In the table, probabilities associated with variables are smaller than 
standard significance levels (1%, 5% and 10%), rejecting the null hypothesis; 
all variables are stationary.

Table 3 presents the effect of bank branch expansion on household con-
sumption expenditures. The results show that the one-period lagged value 
of the dependant variable is significant at 1%, confirming the validity of the 
dynamic specification of the model. Moreover, the threshold coefficient is sig-
nificant at 1%, rejecting the null hypothesis and validating the ETDP specifica-
tion. Thus, there is a remittances threshold, estimated at 6.5% of an average 
SSA country’s GDP, which modulates the effect of bank branch on household 
consumption expenditures.

Below the threshold (regime 1), commercial bank branch expansion in-
creases per capita household consumption expenditures in SSA. Thus, better 
access to formal financial services enables households to accumulate human 

Table 1. Descriptive statistics

Variable Obs. Mean SD Min Max

Cons 532 1468.02 2010.06 201.96 13789.27

Branch 532 6.67 9.67 0.04 54.45

Deposit 532 321.44 474.47 0 2070.74

Rem 532 4.11 5.84 0 41.50

GDPpc 532 2312.29 3072.36 128.54 19141.51

Open 532 74.80 36.26 22.24 222.18

Exp 532 16.13 7.59 2.05 43.48

Unem 532 7.68 7.36 0 37.85

Inf 532 7.42 27.61 -16.86 557.20

Source: based on WDI and GFDD (2022).
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and physical capital and undertake profitable activities, thereby increasing 
their income-generating capacity, incomes and consumption expenditures. 
Moreover, the ratio of remittances to GDP acts as a catalyst for the effect of 
bank branch expansion on improving welfare. Remittances would increase 
the rate of accumulation of human and physical capital (Barajas et al., 2009), 
income for consumption, and enable people to escape poverty (Acosta et al., 
2008; Combes & Ebeke, 2011).

 This evidence is in the favour of the complementarity hypothesis between 
financial inclusion and remittances. In one hand, bank branch expansion re-
duces the costs of accessing (opening accounts) and using formal financial 
services, thereby increasing the likelihood that households demand these ser-
vices. For instance, Bofondi and Gobbi (2006), Brevoort and Hannan (2006), 
Degryse and Ongena (2005) and Gobbi and Zizza (2012) find that proximity to 
bank branches reduces interest rates and default on payment rates, as well 
as increasing the probability of opening an account and accessing credit. On 
the other hand, received funds provide recipient households with additional 
income for consumption (Combes & Ebeke, 2011; Ramcharran, 2020), thus 
boosting their consumption expenditures.

Above the threshold (regime 2), bank branch expansion reduces per capita 
household consumption expenditure. Thus, remittances substitute financial 

Table 2. Unit root tests

Variable
Levin–Lin–Chu Breitung Im-Pesaran-Shin Fisher (PP)

statistic P statistic P statistic P statistic P

Cons –4.1614 0.0000 –2.0346 0.0209 –4.9697 0.0000 82.9429 0.0112

Branch –4.0765 0.0000 –3.5882 0.0002 –3.0066 0.0013 82.6995 0.0117

Deposit –5.0232 0.0000 –1.8615 0.0313 –4.8383 0.0000 77.0028 0.0328

Rem – 3.3965 0.0003 –1.7202 0.0427 –6.6160 0.0000 180.2298 0.0000

Rem_vol –1.9444 0.0259 –2.5194 0.0059  –5.4867  0.0000  86.1225 0.0060

Open –4.2509 0.0000 –1.3363 0.0907  –2.7932  0.0026  99.2613 0.0003

GDPpc –5.4774 0.0000 –1.9918 0.0232 –5.0281 0.0000 81.8499 0.0137

Exp –5.3391 0.0000 –2.3479 0.0094 –4.2952 0.0000 75.3563 0.0433

Unem –5.8246 0.0000 –2.2854 0.0111 –1.5144 0.0650 80.9431 0.0102

Inf –3.2576 0.0006 –1.5861 0.0564 –8.1680 0.0000 267.7922 0.0000

Source: based on WDI and GFDD (2022).
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inclusion by relaxing households’ liquidity constraints, allowing them to invest 
in capital accumulation and mitigate the effects of income shocks (Ambrosius 
& Cuecuecha, 2013; Anzoategui et al., 2011; Brown & Carmignani, 2015), 
dampening the welfare effect of bank branch expansion. Furthermore, the 
study results show that the effect of GDP on per capita household consump-
tion expenditures is asymmetric, while trade openness exerts symmetrical 
effects on per capita household consumption expenditures.

Table 3. Bank branch, remittances ratio and household consumption 
expenditures

Variables Coeff. SD Z P [CI 95%]

Regime 1 (below the threshold)

l.Cons  0.823*** 0.039 21.370 0.000 0.748 0.899

Exp  0.001 0.001 0.630 0.529 –0.002 0.004

Unem –0.023** 0.011 –2.030 0.042 –0.044 –0.001

Inf  0.001** 0.000 2.150 0.031 0.000 0.002

Open  0.063 0.056 1.120 0.265 –0.047 0.172

GDPpc  0.003*** 0.001 2.570 0.010 0.001 0.005

Branch  0.075** 0.036 2.100 0.036 0.005 0.146

Regime 2 (above the threshold)

l.Cons  0.150*** 0.050 3.000 0.000 0.129 1.130

Exp  –0.021 0.025 –0.810 0.418 –0.070 0.029

Unem  0.071 0.051 1.400 0.162 –0.028 0.170

Inf  –0.032 0.080 –0.400 0.688 –0.190 0.125

Open  0.505** 0.198 2.550 0.011 0.117 0.893

GDPpc  –0.027** 0.012 –2.230 0.026 –0.051 – 0.003

Branch  –0.443*** 0.155 –2.860 0.004 –0.747 –0.139

Constant  –1.994 4.130 –0.480 0.629 –10.089 6.101

Threshold 
(Rem%GDP)  6.497*** 0.542 12.000 0.000 5.435 7.558

Note: significance levels denoted as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Source: based on WDI and GFDD (2022).

Table 4 presents the effect of bank deposits on household consumption 
expenditures. In both regimes, coefficients on the one-period lagged value 
household consumption are significant at 1% and 5%, respectively, validating 
the dynamic specification of the model. Furthermore, the probability asso-
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ciated with the remittances threshold coefficient is less than 1%, thereby re-
jecting the null hypothesis and validating the ETDP specification. Thus, there 
is an estimated remittances threshold of 2.5% of an average SSA country’s 
GDP, which modulates the effect of bank deposits on household consump-
tion expenditures.

In regime 1 (below the threshold), the results show that commercial bank 
deposits increase per capita household consumption expenditures in SSA. 
This result provides an empirical validation of McKinnon’s conduct effect for 
the financial inclusion-bank deposits nexus. Deposits give households access 
to profitable savings to accumulate higher-yielding assets that increase pro-
ductivity, entrepreneurship, income (Dupas et al., 2018; Dupas & Robinson, 
2013), and consumption expenditures. Similar to the case of bank branches 
in regime 1 (Table 3), remittances complement the effect of bank deposits 

Table 4. Bank deposit, remittances and household consumption expenditures

Variables Coeff. SD Z P [CI 95%]

Regime 1 (below the threshold)

l.Cons 0.473*** 0.112 4.220 0.000 0.254 0.693

Exp –0.023** 0.010 –2.320 0.021 –0.043 –0.004

Unem 0.027 0.022 1.240 0.213 –0.016 0.071

Inf 0.022*** 0.004 5.110 0.000 0.013 0.030

Open –0.005*** 0.002 –3.260 0.001 –0.009 –0.002

GDPpc 0.511*** 0.116 4.410 0.000 0.284 0.738

Branch 0.039*** 0.012 3.210 0.001 0.015 0.063

Regime 2 (above the threshold)

l.Cons 0.819** 0.377 2.170 0.030 0.079 1.558

Exp 0.024 0.019 1.270 0.203 –0.013 0.062

Unem –0.060* 0.033 –1.810 0.070 –0.126 0.005

Inf –0.021*** 0.004 –5.650 0.000 –0.028 –0.014

Open 0.004** 0.002 2.520 0.012 0.001 0.008

GDPpc –0.776*** 0.202 –3.840 0.000 –1.172 –0.380

Branch –0.001*** 0.000 –4.050 0.000 –0.001 –0.000

Constant –0.150 2.091 –0.070 0.943 –4.249 3.949

Threshold 
(Rem%GDP) 2.597*** 0.584 4.450 0.000 1.453 3.742

Note: significance levels denoted as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Source: based on WDI and GFDD (2022).
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on household consumption expenditures. However, Kiendrebeogo and Minea 
(2013) find instead that it is through Shaw’s intermediation effect that finan-
cial inclusion reduces the incidence and severity of income poverty.

In the second regime (above the threshold), the results indicate that fi-
nancial inclusion through bank deposits reduces per capita household con-
sumption expenditures. Thus, in line with the substitution hypothesis, the 
remittances ratio dampens the welfare effect of bank deposits. In this case, 
additional funds received from remittances may serve more investment-ori-
ented expenditure than consumption (Bari et al., 2024)

 Finally, results in Table 4 show that inflation, trade openness and GDP 
have asymmetric effects on per capita household consumption expenditures.

4.3. Robustness checks

To assess the robustness of results, an alternative indicator to the remit-
tances ratio, the volume of remittances (in current US dollars) was used in 
the ETDP model. Estimation results are presented in Tables 5 and 6 for the 
effect of bank branches and deposits on household consumption expendi-
tures, respectively. In both tables, diagnostic tests confirm the existence of 
a threshold effect in models and the validity of their dynamic specification.

Table 5 suggests that there is a threshold level for the volume of remit-
tances that modulates the effect of bank branches on per capita household 
consumption expenditures. This threshold is estimated at 18% of the absolute 
value of remittances received (in current US dollars) by an average sub-Saha-
ran African country over the period 2004–2022. Below the threshold of 18%, 
the analyses indicate that the coefficient of bank branches is positive and sig-
nificant at 1%. Thus, opening new bank branches increases per capita house-
hold consumption expenditures in the region. In the second regime, above 
the threshold of 18%, the coefficient of the bank branch is negative and sig-
nificant at 5%, suggesting that the expansion of bank branches reduces per 
capita household consumption expenditures.

Results in Table 6 show that there is a threshold level for the volume of 
remittances that modifies the effect of bank deposits on per capita house-
hold consumption expenditures. This threshold is estimated at 19% of the 
value in current US dollars of remittances received by an average sub-Saha-
ran African country over the period 2004–2022. Below the threshold of 19%, 
the bank deposits ratio in SSA positively and significantly affects (at 1%) per 
capita household consumption expenditures. However, above that thresh-
old, the coefficient of the bank deposits variable is negative and significant 
at 5%, suggesting that bank deposits exert a negative effect on household 
consumption.

81



Economics and Business Review, Vol. 11 (2), 2025

Table 5. Bank branch, volume of remittances and household consumption 
expenditures

Variables Coeff. SD Z P > z [CI 95%]
Regime 1 (below the threshold)

l.Cons 0.775*** 0.036 21.320 0.000 0.703 0.846
Exp 0.009** 0.003 3.070 0.002 0.003 0.015
Unem 0.033** 0.014 2.380 0.017 0.006 0.060
GDPpc 0.002** 0.001 2.470 0.014 0.0003 0.003
Branch 0.005*** 0.001 4.000 0.000 0.002 0.007

Regime 2 (above the threshold)
l.Cons 0.158** 0.062 2.540 0.011 0.120 0.360
Exp –0.015*** 0.003 –4.630 0.000 –0.021 –0.008
Unem –0.145*** 0.048 –3.020 0.003 –0.239 –0.051
GDPpc –0.002 0.002 –1.170 0.242 –0.005 0.002
Branch –0.006** 0.003 –1.960 0.050 –0.011 0.000
Constant 1.924*** 0.541 3.550 0.000 0.863 2.985
Threshold 
(Rem%GDP) 17.953*** 0.262 68.410 0.000 17.438 18.467

Note: significance levels denoted as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Source: based on WDI and GFDD (2022).

Table 6. Bank deposit, volume of remittances and household consumption 
expenditures

Variables Coeff. SD Z P > z [CI 95%]
Regime 1 (below the threshold)

l.Cons 0.822*** 0.049 16.810 0.000 0.726 0.917
Exp –0.001 0.004 –0.200 0.843 –0.009 0.007
Unem –0.003 0.029 –0.110 0.915 –0.059 0.053
GDPpc 0.001 0.002 0.610 0.543 –0.002 0.003
Branch 0.015*** 0.004 3.670 0.000 0.007 0.023

Regime 2 (above the threshold)
l.Cons –0.993*** 0.256 –3.880 0.000 –1.494 –0.491
Exp 0.096*** 0.024 3.940 0.000 0.048 0.144
Unem –0.085 0.138 –0.620 0.537 –0.354 0.185
GDPpc 0.021*** 0.005 5.930 0.000 0.014 0.027
Branch –0.009** 0.004 –2.350 0.019 –0.017 –0.002
Constant 5.116*** 1.761 2.910 0.004 1.665 8.567
Threshold 
(Rem%GDP) 19.244*** 0.425 45.240 0.000 18.410 20.078

Note: significance levels denoted as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Source: based on WDI and GFDD (2022).
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The robustness analyses presented in Tables 5 and 6 confirm the principal 
findings established in Tables 3 and 4. Financial inclusion, proxied by bank 
branches and deposits, significantly affects per capita household consumption 
expenditures in SSA. The effect of financial inclusion on per capita household 
consumption expenditures is non-monotonic; it depends on the volume of 
remittances received. There is an estimated threshold level varying between 
18% and 19% of the value of remittances received by an average sub-Saharan 
African country, below / above which financial inclusion increases / decreas-
es per capita household consumption expenditures.

5. Discussion

This paper examines the effect of financial inclusion on household con-
sumption expenditures and how remittances affect this relationship. Two 
main results emerge from the study. Firstly, financial inclusion, proxied by 
bank branches and deposits, significantly affects per capita household final 
consumption expenditures in sub-Saharan Africa. This result augments the 
existing literature by providing the first evidence of the welfare effect of ac-
cess to and use of formal financial systems for households at a macroeco-
nomic level.

At a macro level, the findings of Dhrifi (2015) show that financial develop-
ment has an enhancing effect on per capita household consumption expendi-
tures but only in middle- and high-income countries. Sehrawat and Giri (2016) 
find that financial development increases per capita household consumption 
expenditures in South Asian countries. Although these studies establish a link 
between financial development and household consumption expenditures, in 
developing countries, where access to finance is skewed due to several fac-
tors, poor households may not reap the benefits of financial development.

However, at the micro level, a growing body of literature uses data from 
surveys of households to examine the effect of financial inclusion on house-
holds’ welfare. For instance, Abor et al. (2018) found that financial inclu-
sion via mobile phones boosts household consumption in Ghana. Similarly, 
Mwangi and Atieno (2018), while Chakrabarty and Mukherjee (2022) find 
a significant welfare effect for financial inclusion in households in Kenya and 
in India, respectively.

Secondly, the effect of financial inclusion on household consumption ex-
penditures is asymmetric. There is a threshold level of remittances received 
varying between 2.6% and 6.5% of GDP that modulates the effect of financial 
inclusion on household consumption expenditures. Below the threshold, bank 
branches and deposits generate an increase in household consumption ex-
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penditures. However, above the threshold, financial inclusion reduces house-
hold consumption in the region.

While the majority of studies in the literature examined the non-linear ef-
fect for financial inclusion, to the best of our knowledge, this is the first to 
establish the role of remittances (as an intermediate variable) on the welfare 
effect of financial inclusion and quantify the turning point (threshold value) 
that directs the asymmetric effect. This result has practical policy implica-
tions for optimising the effect of financial inclusion in sub-Saharan countries.

For instance, Nsiah et al. (2021) use data for 15 SSA countries from 2010 
to 2017 to establish that financial inclusion (measured by a composite index) 
reduces poverty above a threshold of 0.365. However, the non-linearity as-
sessed by Nsiah et al. (2021) is related to financial inclusion itself to indicate 
at which point of the index the effect on poverty changes. More importantly, 
the study does not consider the crucial role played by remittances in sub-Sa-
haran Africa as an alternative source of finance.

Thus, the current study shows that the marginal effectiveness of financial 
inclusion on household consumption expenditures increases with liquidity 
constraints. This suggests that when households are financially included, any 
increases in access to and the use of formal financial services above the remit-
tances threshold level would not increase consumption expenditures, since 
households would engage in conspicuous consumption, fall into a debt cycle 
by borrowing more from banks, or inefficiently allocate the funds they receive.

Conclusions

The objective of this paper is to examine the effect of financial inclusion on 
per capita household consumption expenditures in sub-Saharan Africa. To this 
end, an Endogenous Threshold Dynamic Panel model was adopted on World 
Bank data for a sample of 28 countries over the period 2004–2022. The main 
results emerging from the econometric analysis show how financial inclusion 
through bank branches and deposits significantly affects per capita household 
consumption expenditures. There exists a threshold level of remittances vary-
ing between 2.6% and 6.5% of an average sub-Saharan African country’s GDP 
that modulates this effect. Below the threshold level, financial inclusion in-
creases per capita household consumption expenditures in sub-Saharan Africa, 
which is in line with the complementarity hypothesis. Conversely, above the 
threshold, financial inclusion reduces per capita household consumption ex-
penditures, which supports the substitutability hypothesis. These results are 
robust to the use of an alternative measure to the remittance ratio, and the 
volume of remittances received in dollars.
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Therefore, expanding bank branches in previously unserved or underserved 
areas accelerates financial outreach in the region. Moreover, designing ap-
propriate programmes which aim to reduce the costs of financial services 
would improve the use of formal finance by low-income people. For the case 
of remittances, given that a significant share of remittances in sub-Saharan 
Africa are sent through the informal channel, partly because of the high costs 
of transfers in formal financial systems (Ratha et al., 2019), regulatory frame-
works that reduce transaction costs would increase the flow of remittances 
through the formal channel.

However, the effect of financial inclusion on household consumption in-
creases with liquidity constraints, suggesting potential misallocation problems. 
Therefore, policies that target better allocation of received funds would bol-
ster the effect of financial inclusion on household consumption. This could be 
achieved, for instance, through establishing financial investment institutions 
that guide effective investment decisions.

Although the study revealed that access to and use of financial services 
affects household consumption expenditures, other financial inclusion indi-
cators such as quality and costs of services were not taken into account, due 
to lack of data. Thus, future studies may explore the effects of these indica-
tors, depending on data availability, in order to provide a broader view for 
the relationship between financial inclusion and household consumption in 
sub-Saharan Africa.
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Abstract

This paper aims to investigate the linkages between human 
capital and employment in high-tech sectors and their im-
pacts on economic growth, considering the overall level of 
innovation in both the public and private sectors and ex-
ploring the role of gender. The analysis employs dynamic 
ordinary least squares (DOLS) to estimate a model for the 
EU-27 across the period 2008–2021. The results indicate 
that employment in high-tech sectors is the variable that 
most contributes to economic growth in those countries 
that are leaders in innovation. However, in these countries, 
a positive and significant effect of the gender gap in em-
ployment is observed.
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Introduction

The relationship between innovation and socio-economic factors has be-
come a key area of academic study, driven by the understanding that inno-
vation is not only a result of technological progress but is also deeply inter-
twined with the socio-economic context in which it occurs. The rapid pace 
of technological change further highlights the need for detailed studies that 
explore these dynamic relationships.

The literature on economic growth underscores the importance of innova-
tion processes in driving productivity (Bongers et al., 2022). Griliches (1992) 
and Jones (1995) argue that growth is generated endogenously through R&D 
spillovers, with productivity depending on the discovery of novel designs by 
agents capable of using new technologies. Additionally, human capital exter-
nalities have been a key area of interest (Acemoglu & Angrist, 2000; Iranzo & 
Peri, 2009; Moretti, 2004).

Recently, there has been a body of research examining the role of firms’ in-
novative strategies in enhancing workers’ technological capabilities (AlQershi 
et al., 2021; Capozza & Divella, 2019; Chabbouh & Boujelbene, 2020; Kahn 
& Candi, 2021; Yue, 2024). However, there is still a lack of empirical studies 
that jointly examine how innovation-related factors, such as R&D expenditure 
and employment in high-technology sectors, interact with gender-related dy-
namics and human capital characteristics in shaping economic performance.

To fill these gaps, this paper aims to investigate the linkages between hu-
man capital and employment in high-tech sectors and their impacts on eco-
nomic growth, considering both the overall level of innovation—including 
public and private sector efforts—and the role of gender. The key novelty of 
this paper is twofold: first, we consider the degree of innovation performed 
by companies and, second, we incorporate a gender perspective.

To analyse the impact of gender, the study incorporates the gender gap in 
employment as a variable, estimating the model for both total employment 
and employment by gender. Regarding innovation, the impact is assessed by 
estimating the model for three groups of countries based on their innovation 
performance: “highly innovative,” “intermediate innovative,” and “scarcely 
innovative,” as classified by the European Innovation Scoreboard (European 
Commission, 2023a). This classification allows for a more nuanced under-
standing of how innovation impacts human capital and employment across 
different levels of innovation dissemination, while also contextualising the 
role of gender in these dynamics.

The empirical analysis uses dynamic ordinary least squares (DOLS), 
which addresses endogeneity issues, eliminates serial correlation and min-
imises biases associated with small sample sizes, to estimate cointegrated 
panel data for the 27 European Union member states (EU-27). The period 
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covered spans 2008–2021 and Eurostat is the data source. GDP growth is 
the dependent variable used to capture the economic performance of the 
countries, and the independent variables are grouped into two categories: 
those related to R&D expenditure and those associated with education and 
the labour market.

The results indicate that employment in high-tech sectors is the most sig-
nificant contributor to economic growth in highly innovative countries. In 
this group, a positive and significant effect of the gender gap in employment 
on economic growth is observed which may reflect the current male-domi-
nated composition of high-tech sectors rather than differences in productiv-
ity. Additionally, in all countries except for the low-innovation group, women 
with higher levels of education contribute more than their male counterparts 
with the same degree, although women’s contributions in high-tech sectors 
remain lower overall.

The paper is organised as follows: Section 1 reviews the relevant literature, 
Section 2 presents the data and research method, Section 3 discusses the re-
sults, and the last Section offers concluding remarks.

1. Literature review

1.1. Human capital and innovation

The connection between human capital and innovation has been wide-
ly acknowledged as a fundamental driver of long-term economic growth. 
Pioneering works by Uzawa (1965) and Lucas (1988) highlighted human capital 
as a critical factor in endogenous growth models. This idea was further sup-
ported by Jones (2002, 2005) and Álvarez et al. (2008), suggesting that inno-
vation is not merely about access to education, but also concerns the ability 
of a skilled workforce to contribute to technological progress.

In addition, a substantial body of literature has examined the population’s 
level of education and its externalities. For instance, Acemoglu and Angrist 
(2000) attempted to quantify the external effects of human capital, while 
Moretti (2004) explored the link between educational externalities and firm 
productivity. More recently, Capozza and Divella (2019) analysed the relation-
ship between human capital and firm-level innovation, highlighting the efforts 
made by companies to pursue a path of innovative development.

Chabbouh and Boujelbene (2020) consider both the resource-based ap-
proach and the open innovation approach to study the effects of human re-
sources on open innovation and on firm performance. They suggest that hu-
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man capital has positive effects on innovation and performance via the indi-
rect channel of openness. Kahn and Candi (2021) analyse the effects of firm 
size on innovation strategy and performance, finding that managerial and re-
search characteristics are relevant. Furthermore, AlQershi et al. (2021) study 
the relationship between human capital and firm size, finding that the former 
plays an important role as a moderating variable in the relationship between 
strategic innovation and firm performance.

From a different perspective, Bongers et al. (2022) investigate the interna-
tional migration of highly skilled labour, developing a dynamic stochastic gen-
eral equilibrium (DSGE) model in which aggregate productivity is a function of 
innovations produced exclusively by STEM workers (i.e. science, technology, 
engineering and mathematics graduates). The results predict the existence 
of a wage premium for STEM workers, increasing with positive technological 
shocks. More recently, Yue (2024) uses the Chinese university enrolment ex-
pansion policy, to analyse the effect of human capital development on firm 
innovation. Yue’s results prove that an increase in human capital improves 
firm innovation, thus providing new arguments related to the microeconom-
ic effects of human capital on innovation.

In summary, the interaction between business innovations, human capi-
tal, and economic policies creates socio-economic conditions that enhance 
productivity and economic growth. However, in most studies, the role of 
women has rarely been captured by existing innovation data and indicators. 
Nevertheless, the consensus is that measuring and including the gender di-
mension will help change attitudes and outcomes in innovation (European 
Commission, 2020). Based on this foundation, our focus will now shift to an-
alyse how gender dynamics within corporate environments shape innovation 
processes and outcomes.

1.2. Innovation from a gender perspective

Although the field of innovation has been widely studied, the role of 
gender within it has received comparatively little attention. This is part-
ly because much of the existing research tends to concentrate on the out-
comes of innovation—such as new products, processes, or organisational 
changes—rather than on the characteristics and contributions of the indi-
viduals involved in generating these innovations. Moreover, the commonly 
used indicators of innovation are often not disaggregated by gender, which 
makes it difficult to analyse potential differences. In recent years, however, 
a growing number of studies have begun to explore innovation from a gen-
der perspective, offering new insights into how gender dynamics may shape 
innovative activity.

94



V. J. Coronel, C. Díaz-Roldán, Economic growth in the European Union

According to Alsos et al. (2013), the dominant approach views gender as 
a variable and innovation as an outcome. This approach is evident in studies 
examining innovation in businesses owned by men and women, as well as 
in the literature exploring gender differences in patenting and commercial-
isation. Beyond these context, Cropley and Cropley (2017) examine gender 
diversity’s impact on an Australian manufacturing firm. They find a negative 
relationship between the proportion of females in functional areas and inno-
vation potential attributable to an unfavourable organisational climate. Their 
study highlights how simply increasing the number of female employees does 
not necessarily enhance innovation, unless the organisational climate sup-
ports such diversity. This suggests that organisational culture and climate play 
crucial roles in harnessing the benefits of gender diversity. Ritter-Hayashi et 
al. (2019) find that gender diversity among firms’ human resources enhanc-
es innovation in developing countries. Similarly, Xie et al. (2020) analyse how 
gender diversity within R&D teams influences firms’ innovation efficiency by 
offering informational and social benefits. Furthermore, Griffin et al. (2021) 
find that boards are more likely to include women in countries with narrow-
er gender gaps and higher female labour market participation, given that 
gender-diverse boards have more patents and higher innovative efficiency.

From a different perspective, the gender gap in STEM fields has significant 
implications for innovation and technological development. This gap (the dif-
ference between the number of men and women graduating in STEM fields) 
is evident across various levels, from education to professional careers, and 
is influenced by a range of institutional, organisational, and individual factors. 
Delaney and Devereux (2019) discuss the gender gap in STEM university pro-
grammes, which is primarily attributable to subject choices and, to a lesser 
extent, grades. Equity-focused educational interventions for girls and women 
in STEM aim to bridge this gap, facilitating women’s access to higher educa-
tion and careers in technologically innovative fields. Women are significantly 
underrepresented in STEM entrepreneurship due to systemic gender biases 
and structural disadvantages (Botella et al., 2019; Kuschel et al., 2020), thus 
demonstrating the need to achieve gender equity and promote education and 
career advancement for women of all backgrounds (Perez-Felkner et al., 2020).

This growing body of research underscores the nuanced relationship be-
tween gender diversity and innovation. Beyond the mere presence of wom-
en in leadership or R&D, the broader organisational and social context plays 
a key role in facilitating their contributions. A supportive environment and 
equitable opportunities are essential to fully realising the innovative poten-
tial of gender diversity. Examining gender dynamics within European firms of-
fers valuable insights into how diversity influences innovation and economic 
growth. Differences in access to resources, decision-making roles, and organ-
isational climate can significantly shape innovation outcomes across both the 
public and private sectors.
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1.3. Innovation and economic growth

Innovation plays a crucial role in economic growth, as emphasised by nu-
merous studies. Empirical evidence demonstrates that innovation significant-
ly contributes to economic expansion. This impact manifests itself through 
various measures such as R&D spending, patenting, and innovation counts, 
alongside technological spillovers between firms, industries, and countries. 
However, these spillovers tend to be localised, limiting the benefits for foreign 
economies and slowing the technological “catch-up” process (Cameron, 1996).

However, according to Verspagen (2009), the relationship between inno-
vation and economic growth is complex and varies across theoretical frame-
works. While neoclassical endogenous growth models depict growth as 
a steady-state phenomenon driven by innovation, evolutionary approaches 
emphasise historical contingencies, intricate causal mechanisms, and turbu-
lent growth patterns.

Many governments have invested in R&D to boost innovation and econom-
ic growth in peripheral regions, though the effectiveness of these policies de-
pends on region-specific socio-economic factors (Bilbao-Osorio & Rodriguez-
-Pose, 2004). Similarly, Ulku (2004) identifies a positive relationship between 
per capita GDP and innovation, particularly in OECD countries with large mar-
kets. However, the study suggests that innovation alone may not guarantee 
sustained economic growth due to the absence of constant returns to inno-
vation. Pece et al. (2015) highlight that R&D expenditures and technological 
investments are key drivers of economic competitiveness and sustainability. 
Maradana (2017) also finds strong evidence of a long-term relationship be-
tween innovation and per capita economic growth in 19 European countries.

Beyond traditional measures of innovation, entrepreneurship plays a pivotal 
role in economic growth. Wong et al. (2005) argue that high-growth potential 
entrepreneurship—rather than entrepreneurship in general—has a substan-
tial impact on economic performance, as job creation is primarily driven by 
fast-growing new firms. From the perspective of firm performance and prod-
uct innovation, remote work and online activity appeared in the literature as 
indicators of the digital capability of people, even before the obligation to work 
remotely resulting from COVID-19 confinement, as can be seen in Zhou and 
Wu (2010), and Heredia et al. (2022). In a broader sense, the ability to deal 
with technological advances is referred as “technology readiness” and is com-
monly referred to in the literature on innovation and management (Bowen, 
2016; Parasuraman, 2000). Moreover, despite critiques of rapid technological 
change, historical evidence shows that technological innovation has significantly 
improved living standards and human well-being (Broughel & Thierer, 2019).

In conclusion, while the link between innovation and economic growth is 
well established, its effectiveness depends on factors such as market struc-
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tures, policies, and socio-economic contexts, thus necessitating tailored ap-
proaches. Our analysis highlights the role of gender diversity in innovation, 
particularly in R&D and entrepreneurship. However, its impact varies across 
countries, especially in the European Union, where gender gaps and policy 
differences shape innovation dynamics. This is particularly relevant given re-
gional variations in gender-inclusive policies and innovation performance, 
which influence how diversity affects the efficiency and direction of innova-
tion in firms and industries.

Moreover, this study builds upon the work of researchers like Bilbao-Osorio 
and Rodriguez-Pose (2004), who emphasise the role of socio-economic fac-
tors in shaping innovation policies in peripheral regions. By incorporating 
gender as a key variable, our analysis contributes to a better understanding 
of gender dynamics in innovation, highlighting patterns that may be relevant 
for informing future discussions on how public policies could address gender 
imbalances and support inclusive innovation. This approach provides a more 
comprehensive understanding of the mechanisms that drive both technolog-
ical and organisational innovation and their implications for sustained eco-
nomic growth in the European Union.

2. Data and research method

2.1. Variables and data set

We will conduct our analysis on an annual balanced panel data set for the 
EU-27 member states across the period 2008–2021, using Eurostat data. Our 
choice of start date stems from some of the variables required not being avail-
able before 2008. Moreover, starting in 2008 allows us to capture the post-fi-
nancial crisis period. Fortunately, the DOLS method of estimation possesses 
satisfactory properties even for small panels. In our case, to ensure a valid 
number of observations, the sample ends in 2021. The member states includ-
ed are Austria, Belgium, Bulgaria, Croatia, Cyprus, Czechia, Denmark, Estonia, 
Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, 
Luxembourg, Malta, the Netherlands, Poland, Portugal, Romania, Slovakia, 
Slovenia, Spain, and Sweden.

Our dependent variable will be GDP. Using the real GDP growth rate as 
a dependent variable instead of GDP per capita will better capture output 
growth as the basic indicator of economic performance and will also be use-
ful for comparing economies at the international market level. Thereby, we 
will estimate the effects on the GDP growth of variables related to the ex-
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penditure on R&D both in the business sector and in the higher education 
sector, whatever the source of funds. In addition to variables related to the 
labour market, which may indicate the level of digitalisation of workers (such 
as working in technology and knowledge-intensive sectors and working from 
home), we will complement the analysis by exploring the role of higher edu-
cation level of those employed. Furthermore, in line with the new European 
Innovation Agenda, we will consider the gender perspective, recognising that 
such a view has scarcely been adopted in innovation processes or policies 
(European Commission, 2023b). To do so, we will introduce the gender per-
spective in two dimensions: firstly, differentiating the variables between male 
and female; and secondly, exploring the role of the gender gap. In addition, 
and as way of performing a robustness check, we also consider gross fixed cap-
ital formation and the exports of goods and services as additional variables, 
in order to capture the role of investment and the openness of the economy, 
respectively. Table 1 presents the names and description of the variables.

Table 1. Description of variables

Dependent variable

GDPg real GDP growth rate, in percent

Independent variables

ERB gross domestic expenditure on R&D at the national level, business enterprises sector; 
whatever the source of funds; in percent of GDP

ERE gross domestic expenditure on R&D at the national level, higher education sector; what-
ever the source of funds; in percent of GDP

HTT employment in technology and knowledge-intensive sectors (high-technology manufac-
turing and knowledge-intensive high-technology services); in percent of total employment

HTF high-technology and knowledge employees, female; in percent of total employment

HTM high-technology and knowledge employees, male; in percent of total employment

TWT employed persons working from home; in percent of total employment

TWF employed persons working from home, female; in percent of total employment

TWM employed persons working from home, male; in percent of total employment

EHT employment rate with tertiary level of education; in percent of total employment

EHF employment rate with tertiary level of education, female.; in percent of total employment

EHM employment rate with tertiary level of education, male; in percent of total employment

GAP gender employment gap; difference between the employment rates of men and wom-
en aged 20–64; in percent of total population of the same age group

INV gross fixed capital formation; in percent of GDP

EXP exports of goods and services; chain-linked volumes, percentage change to previous pe-
riod

Source: own elaboration on the basis of Eurostat data.
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Table 2 presents the descriptive statistics. These statistics reveal the heter-
ogeneity of the EU-27 data during the period. Examining the Jarque-Bera (JB) 
statistic, the null hypothesis of normally distributed data is rejected for most 
of the variables. However, due to the relatively short time frame of the panel 
(14 years), we remain cautious in drawing firm conclusions solely based on 
this test. In our study, the potential problems associated with working with 
a small sample are overcome when estimating using DOLS (Mark & Sul, 1999, 
2001). The correlation matrix is provided in the Appendix to complete the in-
formation (see Table A1).

Table 2. Descriptive statistics

Mean Median Max Min Stan dard 
deviation

Skew-
ness Kurtosis JB JB-Prob.

GDPg 1.48 2.00 25.20 –14.80 4.18 –0.24 7.02 257.96 0.00

ERB 0.98 0.75 2.67 0.07 0.69 0.65 2.22 36.34 0.00

ERE 0.41 0.35 1.04 0.04 0.22 0.63 2.87 25.67 0.00

HTT 4.19 4.00 10.10 1.70 1.37 0.91 4.41 84.17 0.00

HTF 3.13 2.90 7.20 1.40 1.02 1.07 4.24 96.64 0.00

HTM 5.10 5.00 12.80 1.90 1.78 0.76 4.00 52.44 0.00

TWT 6.24 4.60 32.00 0.20 5.14 1.67 6.81 404.83 0.00

TWF 4.19 4.00 10.10 1.70 1.37 0.91 4.41 84.17 0.00

TWM 6.01 4.40 31.50 0.10 5.16 1.67 6.60 379.50 0.00

EHT 33.87 34.35 55.20 15.50 8.89 –0.02 2.16 11.09 0.00

EHF 39.46 40.40 61.50 15.70 10.22 –0.15 2.13 13.35 0.00

EHM 28.99 29.60 51.70 11.80 8.33 0.17 2.25 10.65 0.00

GAP 11.05 10.05 39.10 –1.50 6.24 1.15 5.47 179.76 0.00

INV 3.77 3.70 6.60 1.60 1.10 0.31 2.46 10.59 0.00

EXP 3.98 4.50 41.00 –23.20 7.91 –0.32 6.00 146.47 0.00

Note: 378 observations and 27 cross-sections.

Source: own elaboration.

Various panel unit root tests suggest that the variables are I(1), and the 
Pedroni (1999, 2004) and Kao (1999) panel cointegration test rejects the null 
hypothesis of no cointegration (please see Tables A2 and A3 in the Appendix). 
Having determined the cointegration relationship, we could apply the panel 
DOLS method to estimate our cointegrated panel.
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2.2. Research method

We perform our analysis on the sample of the EU-27 member states. In 
the current paper, dynamic ordinary least squares (DOLS) is implemented. 
Its preconditions are the same order of integration of the variables, and that 
there is cointegration between the variables (see Maeso-Fernández et al., 
2004, for an overview). This method uses lags and leads of the differences 
of variables (which are non-stationary) to resolve the problems endogeneity, 
autocorrelation and, also minimise biases associated with small sample sizes. 
Following Kao and Chiang (2000), DOLS provides better results than FMOLS 
estimators in terms of average biases. For this reason, we will apply the DOLS 
methodology in our study.

Our specification for the total population is described in equation (1), while 
the alternative specifications where we introduce the gender perspective (dis-
tinguishing between the variables for female and male) are equivalent and 
are not reported to save space:

 GDPgti = β0 ERBti + β1 EREti + β2 HTTti +  
 + β3 TWTTI + β4 EHTti + β5 GAPti + εti  (1)

The expected signs of the estimates are not unambiguous a priori. Regarding 
the effects of expenditure on R&D on growth, there is no consensus in the 
empirical literature. Pradhan (2023) finds a positive relationship, mixed re-
sults are found by Gumus and Celikay (2015), and Bassanini et al. (2011) ob-
tain negative effects, while Sylwester (2001) detects a positive but not signif-
icant relationship. An interesting discussion on the (non-expected) effects of 
government expenditure can be found in Arawatari et al. (2023) and the ref-
erences therein. Concerning the effects of employment in high-tech sectors, 
the studies suggest that their potential benefits are highly context-depend-
ent and unevenly distributed (Kemeny & Osman, 2018; Lee & Clarke, 2019). 
As addressed in the literature section, in our study, the telework variable is 
intended to capture the workers’ technological capabilities; as well as a gen-
der effect given, women usually tend to choose the telework option (Althoff 
et al., 2021; Elsamani & Kajikawa, 2024). In line with the studies outlined in 
the literature section, our variable of employment with high level of educa-
tion, tries to record the accumulation of human capital. Finally, including the 
gender gap allows us to evaluate the impact of the European Gender Equality 
Strategy 2020–2025 (European Commission, 2020). With regard to the expect-
ed result, the sign of the coefficient in the GAP variable is an indirect indica-
tor of the type of work men do. Assuming that men and women are equally 
productive, if GAP contributes positively to growth, it would probably mean 
that men are employed in more productive jobs.
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For all the estimations, we offer a pooled weighted estimation, which ac-
counts for heterogeneity by using cross-section-specific estimates of the 
conditional long-term residual variances to reweight the moments for each 
cross-section when computing the pooled DOLS estimator. As noted by Kao 
and Chiang (2001), although the DOLS estimator outperforms other proce-
dures for estimating cointegrated panel regressions, DOLS could give differ-
ent estimates depending on the lags and leads chosen. To overcome this po-
tential drawback, we have employed the Akaike information criterion (AIC) 
selection. Moreover, as pointed out by Choi and Kurozumi (2012), the mod-
el selection criteria perform better than the fixed selection rules. The long-
term variance weights are computed by applying the Bartlett kernel and the 
Newey-West fixed bandwidth.

3. Empirical results and discussion

3.1. Estimations for the entire EU

Table 3 presents estimations for the whole EU. As can be seen, spending 
on R&D, both in the business sector and in the higher education sector, shows 
a negative and significant effect. These results are consistent with those of 
Birdsall and Rhee (1993), Bilbao-Osorio and Rodríguez-Pose (2004), Bassanini 
et al. (2011) and Kadir et al. (2020), to name a few studies. The reasons are 
related to the public and private sector’s interrelationships, bureaucracy, in-
efficiency, time horizon, spillover effects and innovation overflow. Our results 
could be explained by the time period used (2008–2021), which started with 
a financial and economic crisis, and thus covers years of cuts in expenditure. 
Moreover, this austerity might have led to difficulties in obtaining the satis-
factory return on expenditure on education.

On the other hand, the share of employees in high-tech sectors (both total 
and men) and with a higher level of education shows a positive and signifi-
cant effect. These results are in line with those of Chabbouh and Boujelbene 
(2020) and Yue (2024), who find that human capital improves firms’ innova-
tion. By contrast, the result for women employed in high-tech sectors is neg-
ative, although not significant, which could be explained using the findings 
of Cropley and Cropley (2017), who attribute the negative relationship to an 
unfavourable organisational climate.

The variable telework shows a positive effect, but it is not significant. 
Furthermore, regarding the gender gap in employment, it reveals a negative 
effect, although not a significant one when the estimation considers the to-
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Table 3. The DOLS regressions on real GDP growth rate in EU-27, 2008–2021
TOTAL FEMALE MALE

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

ERB –0.76*
(–0.71

–1.22***
(–3.65)

–0.69***
(–3.38)

–0.59
(–1.22)

–1.28***
(–3.50)

–1.12***
(–4.75)

–0.63
(–1.51)

–0.78**
(–2.54)

–0.74***
(–2.59)

ERE –3.54***
(–2.92)

–4.94***
(–4.98)

–2.27***
(–3.36)

–2.31*
(–1.81)

–2.72*
(–2.29)

–2.48***
(–3.08)

–1.93*
(–1.68)

–3.04***
(–2.78)

–3.06***
(–4.25)

HTT 0.83***
(3.39)

0.72***
(2.92)

0.59***
(3.42)

0.79***
(2.84)

0.22*
(1.96)

HTF –0.14
(–0.21)

–0.63
(–0.83)

–1.20*
(–2.28)

–0.81
(–0.97)

–1.72**
(–2.85)

HTM 0.62***
(3.37)

0.33*
(1.89)

0.46***
(3.17)

0.66***
(3.44)

0.45***
(3.52)

TWT 0.07
(1.35)

0.07
(1.57)

0.04
(1.30)

0.13**
(2.87)

0.03
(1.02)

TWF 0.61
(1.20)

1.08
(1.75)

1.63***
(3.63)

1.01
(1.54)

1.35**
(2.76)

TWM 0.01
(0.18)

0.02
(0.39)

–0.01
(–0.18)

0.06
(1.41)

0.01
(0.45)

EHT 0.05**
(2.35)

0.04**
(1.95)

–0.01
(–0.72)

0.05*
(1.93)

0.02
(1.32)

EHF 0.04**
(2.23)

0.03
(1.11)

–0.03*
(–2.03)

0.03
(1.53)

0.01
(0.56)

EHM 0.03*
(1.64)

0.05*
(2.18)

–0.01
(–0.42)

0.03
(1.17)

0.01
(0.02)

GAP –0.02
(–0.60)

–0.04
(–1.36)

–0.04
(–1.70)

–0.09*
(–2.20)

0.01
(0.95)

0.09**
(2.19)

0.15**
(3.12)

0.03*
(2.76)

0.13**
(2.58)

0.07**
(2.18)

–0.01
(–0.16)

0.01
(0.19)

–0.03
(–1.27)

–0.09**
(–2.28)

–0.01
(–0.84)

INV –0.04
(–0.29)

0.13
(0.71)

–0.19
(–1.10)

0.08
(0.44)

0.01
(0.03)

0.05
(0.31)

EXP 0.29***
(12.69)

0.32***
(9.02)

0.35***
(13.54)

0.39***
(13,21)

0.31***
(11.12)

0.33***
(11.16)

R2 0.75 0.77 0.88 0.71 0.89 0.70 0.73 0.86 0.68 0.85 0.76 0.78 0.89 0.76 0.90

R2
adj 0.53 0.56 0.78 0.52 0.78 0.44 0.48 0.74 0.40 0.72 0.54 0.58 0.79 0.54 0.81

Periods: 13; Cross-sections: 27; Observations: 351

Note: t statistics in parentheses. ***, **, *, indicate 1%, 5%, 10% significance levels, respectively.

Source: own elaboration.
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tal and the male series. However, when the estimation only includes the fe-
male data, the effect of the gender gap on economic growth is positive and 
significant. This result might also be related to the gender gap in STEM areas 
addressed in the literature.

As a robustness check3, we have included additional explanatory variables 
as the gross fixed capital formation for capturing the role of investment (INV) 
and the percentage change over the previous period of the exports of goods 
and services (EXP) to record, in a simple way, a measure of the economy’s 
openness (the rate of growth of exports) as well as, indirectly, the productiv-
ity of the firms (Berthou & Dhyne, 2018), given that we are analysing the role 
of the environment’s level of innovation. Adding the additional variables, the 
results for the variables of interest do not show serious changes. In detail, 
if we add investment as a variable, the estimate shows a very small and no 
significant coefficient. The results could be explained by the austerity poli-
cies of the post-2008 financial crisis period. If, on the other hand, we add the 
variable ‘exports’, the estimate exhibits a moderate positive value and high 
significance. The only noticeable change is the loss of significance of employ-
ment in high-tech sectors and higher education, when the variable ‘exports’ 
is added. Additionally, for further exploring the gender perspective, we have 
estimated the interactions between women’s (and men) telework and wom-
en’s (and men) education4 (see Table A4 in the Appendix). For the women, 
the estimates prove to be positive and significant, reinforcing the individual 
effects of the variables. On the contrary, the estimates of the interactions in 
the male case are not significant.

3.2. Estimations for countries differentiated  
by innovation level

Next, we try to delve deeper into the extent to which the level of innova-
tion achieved by firms contributes to economic growth. To this end, we di-
vide the data for the EU-27 into three groups according to how companies 
disseminate innovation. From a different perspective, this approach can be 
found in Gasparri et al. (2023) and concerns the role played by foreign sub-
sidiaries and domestic firms regarding R&D and innovation. To distinguish 
among these three groups of EU countries, we use the information provided 
by the European Innovation Scoreboard Index (EISI). This index summarises 
32 indicators of 12 innovations dimensions, which are grouped into four types 
of activities: framework, conditions, investments, and innovative activities 

 3 We acknowledge this suggestion to an anonymous referee.
 4 We acknowledge this suggestion to an anonymous referee.
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(European Commission 2023a). In these ways, the index synthesises the re-
search and innovation performance of the EU-27 countries and characterises 
the degree of innovation disseminated by their firms. Using the EISI, we can 
differentiate among: (1) ‘Highly innovative’ countries, which include both ‘in-
novation leaders’ (Denmark, Sweden, Finland, the Netherlands, and Belgium) 
and ‘strongly innovative’ countries (Austria, Germany, Luxembourg, Ireland, 
Cyprus, and France); (2) ‘moderately or intermediate innovative’ countries 
(Estonia, Slovenia, Czechia, Italy, Spain, Malta, Portugal, Lithuania, Greece, 
and Hungary): and (3) ‘emerging innovators or scarcely innovative’ countries 
(Croatia, Poland, Latvia, Bulgaria, and Romania).

The results of the estimations can be seen in Tables 4, 5 and 6. When ana-
lysing the degree of innovation, we established that in the group of highly 
innovative countries, employment in high-tech sectors is the variable that 
contributes the most (both in total, and for men), followed by the gender gap 
variable. However, disaggregating by gender, the variable that contributes 
the most is the gender gap, followed by the female population that telework 
and women with higher education. While the spending on R&D allocated 
to higher education continues to be negative, it is no longer significant. The 
group of moderate innovators behaves very similarly to that of the whole 
EU, although the contributions of employees who telework (total) and wom-
en with a tertiary level of education are noteworthy. In addition, the gender 
gap is negative, but highly significant for the total and male cases. Finally, in 
the group of emerging innovators, the effect of spending on R&D allocated 
to higher education is negative and highly significant, while the contributions 
of employees who telework (total) and men with higher education prove to 
be positive and significant.

If we consider the results offered by gender differentiation, we can observe 
that for employees in high-tech sectors, the result for men is maintained, ex-
cept in the case of scarcely innovative countries, where this becomes neg-
ative. In the case of intermediate innovative countries, the important con-
tribution of men employed in high-tech sectors merits highlighting. For the 
population with higher education and employees who telework, the positive 
signs remain. Both in highly and intermediate innovative countries, women 
with higher education exhibit a positive and significant contribution to eco-
nomic growth, while men do not present a significant contribution. The op-
posite is true in the case of employment in high-tech sectors. These results 
are in line with those of WIPO (2020), which indicate that in high-income 
countries women tend to attain higher grades and are more likely to com-
plete master’s programmes than men, while in terms of professional develop-
ment, the outcomes are the other way around. The results may also indicate 
that although women tend to achieve high levels of education, a gender gap 
persists in STEM-related employment, as evidenced by the strong and signif-
icant contributions to growth observed among men employed in high-tech 
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Table 4. The DOLS regressions on real GDP growth rate in highly innovative EU countries, 2008–2021
TOTAL FEMALE MALE

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

ERB –0.86
(–1.42)

–0.68
(–1.79)

–0.48**
(–2.33)

–0.63
(–1.31)

–0.59
(–1.44)

–0.66**
(–3.54)

–0.88
(–1.31)

–0.44
(–1.27)

–0.43
(–1.47)

ERE –1.52
(–0.82)

–3.60**
(–2.20)

–1.69**
(–2.24)

–1.23
(–0.93)

–2.09
(–1.63)

–1.29
(–1.61)

–0.29
(–0.13)

–1.82
(–1.08)

–2.38**
(–2.95)

HTT 0.65**
(2.02)

0.36
(1.30)

0.31
(1.77)

0.47
(1.20)

0.11
(0.57)

HTF 0.38
(1.18)

0.24
(0.72)

0.81**
(3.88)

0.18
(0.41)

0.33
(1.27)

HTM 0.49**
(1.89)

–0.07
(–0.35)

0.19
(1.11)

0.16
(0.51)

0.31*
(2.03)

TWT 0.06
(1.01)

0.02
(0.39)

0.01
(0.48)

0.06
(0.89)

0.02
(0.64)

TWF 0.07*
(1.77)

0.07
(1.41)

0.03
(1.07)

0.06
(1.03)

0.01
(0.22)

TWM 0.01
(0.19)

0.02
(0.31)

0.01
(0.01)

0.04
(0.69)

–0.02
(–0.66)

EHT 0.01
(0.44)

0.04
(1.64)

–0.01
(–0.46)

–0.01
(–0.24)

0.01
(0.28)

EHF 0.04**
(2.22)

0.06**
(2.84)

–0.02
(–1.43)

0.01
(0.64)

0.01
(0.34)

EHM –0.01
(–0.17)

0.09**
(2.49)

–0.01
(–0.08)

–0.01
(–0.06)

–0.01
(–0.11)

GAP 0.11**
(1.76)

0.05
(1.04)

0.03
(0.99)

0.12
(1.85)

0.06
(1.50)

0.11***
(2.44)

0.13**
(2.52)

–0.02
(–0.61)

0.17**
(2.79)

0.02
(0.35)

0.16**
(2.15)

–0.03
(–0.53)

0.03
(0.73)

0.12
(1.38)

0.07
(1.46)

INV –0.07
(–0.26)

0.41
(0.98)

–0.47
(–1.71)

0.26
(0.71)

0.11
(0.37)

0.38
(0.97)

EXP 0.33***
(10.55)

0.36***
(9.02)

0.32
(12.44)

0.33***
(8.01)

0.32***
(7.95)

0.31***
(7.48)

R2 0.79 0.76 0.93 0.75 0.93 0.82 0.78 0.93 0.77 0.93 0.79 0.78 0.92 0.77 0.93

R2
adj 0.58 0.53 0.87 0.52 0.86 0.64 0.56 0.87 0.55 0.86 0.59 0.56 0.84 0.54 0.86

Periods: 13; Cross–sections: 11; Observations: 143

Note: see note in Table 3.

Source: own elaboration.
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Table 5. The DOLS regressions on real GDP growth rate in intermediate innovative EU countries, 2008–2021
TOTAL FEMALE MALE

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

ERB –2.17*
(–1.68)

–1.26
(–1.22)

–2.37**
(–2.19)

–0.29
(–0.20)

–0.93
(–0.78)

–0.57
(–0.51)

–0.25
(–0.16)

–1.26
(–1.22)

–2.37**
(–2.19)

ERE –6.42**
(–2.38)

–6.26**
(–2.36)

–4.21**
(–1.61)

–8.06**
(–2.64)

–5.71*
(–2.06)

–5.96**
(–2.46)

–6.54***
(–2.93)

–5.69*
(–2.17)

–5.41**
(–2.86)

HTT 1.80***
(3.53)

1.95***
(4.53)

1.41**
(2.98)

1.07**
(2.79)

0.42
(1.04)

HTF 0.03
(0.04)

1.30*
(1.99)

0.01
(0.01)

–0.02
(–0.04)

–1.06*
(–2.35)

HTM 1.54***
(4.56)

1.80***
(5.26)

1.31***
(4.52)

1.41***
(4.45)

1.05***
(3.81)

TWT 0.27***
(2.52)

0.17
(1.51)

0.22*
(1.81)

0.33**
(4.00)

0.18*
(1.78)

TWF 0.21
(1.45)

0.24
(1.71)

0.16
(1.47)

0.35**
(2.86)

0.17*
(2.29)

TWM 0.17
(1.05)

0.06
(0.40)

0.16
(1.11)

0.28*
(1.81)

0.19
(1.32)

EHT 0.03
(0.59)

–0.01
(–0.13)

–0.06
(–1.53)

0.07
(1.89)

0.05
(1.19)

EHF 0.14***
(3.03)

0.05
(1.33)

0.03
(0.96)

0.08*
(2.17)

0.14***
(3.97)

EHM 0.02
(0.43)

–0.02
(–0.72)

–0.07*
(–2.05)

0.02
(0.32)

–0.01
(0.11)

GAP –0.24***
(–4.44)

–0.13***
(–2.93)

–0.11**
(–2.29)

–0.14**
(–2.75)

–0.07
(–1.35)

–0.06
(–0.90)

–0.05
(–0.89)

–0.02
(–0.52)

–0.05
(–0.07)

0.03
(0.90)

–0.26***
(–4.72)

–0.18**
(–3.88)

–0.14**
(–3.01)

–0.22**
(–4.06)

–0.15**
(–3.42)

INV –0.74
(–0.33)

–0.34
(–1.21)

–0.77*
(–2.41)

0.10
(0.32)

–0.51*
(–2.43)

–0.15
(–0.55)

EXP 0.28***
(5.47)

0.23**
(4.04)

0.25***
(6.87)

0.23***
(5.76)

0.27***
(5.61)

0.25***
(4.62)

R2 0.80 0.92 0.87 0.79 0.87 0.78 0.81 0.87 0.78 0.89 0.82 0.84 0.88 0.81 0.89

R2
adj 0.60 0.62 0.74 0.59 0.75 0.57 0.61 0.74 0.57 0.78 0.64 0.84 0.77 0.62 0.78

Periods: 13; Cross-sections: 10; Observations: 130

Note: see note in Table 3.

Source: own elaboration.
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Table 6. The DOLS regressions on real GDP growth rate in low innovative EU countries, 2008–2021
TOTAL FEMALE MALE

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

ERB –3.58
(–1.47)

–5.24
(–1.79)

–0.05**
(–0.02)

–1.80
(–0.74)

0.80
(0.43)

–10.53**
(–2.35)

2.16
(0.95)

ERE –12.18**
(–2.77)

–9.56
(–1.34)

–3.62
(–0.76)

–0.47
(–0.06)

–4.56
(–0.95)

–6.18
(–0.81)

–1.43
(–0.73)

HTT 0.61
(0.70)

0.77
(0.89)

0.20
(0.26)

1.05
(1.23)

0.29
(0.40)

HTF 0.72
(0.92)

–0.16
(–0.26)

0.33
(0.34)

–0.19
(–0.26)

HTM –0.71
(–0.87)

0.25
(0.41)

–0.07
(–0.07)

0.44
(0.52)

TWT 0.64***
(1.81)

0.42
(1.35)

0.34
(1.43)

0.49
(1.15)

0.38
(1.23)

TWF 0.02
(0.09)

0.22
(1.07)

–0.18
(–0.49)

0.25
(0.97)

TWM 0.71*
(1.96)

0.38
(1.50)

0.40
(0.84)

0.40
(1.43)

EHT 0.09
(1.10)

0.14
(1.46)

0.02
(0.29)

0.09
(0.96)

0.01
(0.06)

EHF 0.07
(1.16)

0.04
(1.02)

0.10
(1.29)

0.03
(0.61)

EHM 0.54**
(3.54)

–0.08
(–0.84)

0.26
(1.63)

–0.10
(–0.90)

GAP 0.18
(1.38)

0.16
(1.24)

–0.04
(–0.38)

0.05
(0.44)

–0.04
(–0.35)

0.20
(1.83))

–0.04
(–0.41)

0.31***
(2.84)

0.03
(0.24)

0.16
(1.72)

0.03
(0.27)

0.03
(0.25)

0.05
(0.56)

INV –0.98*
(–2.06)

–0.48
(–0.98)

–0.60
(–1.36)

–0.94*
(–1.91)

–1.55**
(–4.18)

–0.58
(–1.42)

EXP 0.27***
(1.48)

0.35***
(4.44)

0.32***
(4.25)

0.35***
(4.22)

0.32***
(6.02)

0.38***
(6.21)

R2 0.65 0.73 0.87 0.71 0.87 0.64 0.70 0.87 0.69 0.87 0.63 0.74 0.86 0.73 0.89

R2
adj 0.26 0.43 0.73 0.38 0.74 0.22 0.37 0.74 0.34 0.73 0.21 0.46 0.71 0.43 0.77

Periods: 13; Cross-sections: 6; Observations: 78

Note: see note in Table 3.

Source: own elaboration.
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sectors. If this is indeed the case, such a result would be in line with Botella 
et al. (2019), regarding the gender biases in STEM areas. In addition, we can 
stress that the contribution of educated women to growth is noticeable both 
in highly and intermediate innovative countries. This result is consistent with 
the findings of Xie et al. (2020) and Griffin et al. (2021), who note that gen-
der diversity leads to higher innovative efficiency. Finally, the gender gap ef-
fect proves to be positive and significant in highly innovative countries, while 
it is negative but not significant for women in intermediate ones. In the case 
of scarcely innovative countries, the gender gap is significant only when the 
men’s group is considered.

Conclusions

Our study has looked at the intricate relationship between innovation, 
human capital, employment, and economic growth within the EU, with par-
ticular emphasis placed on the roles of innovation and gender. Our analysis 
incorporates a variety of factors, including spending on R&D, employment 
in high-tech sectors, educational attainment, and participation in telework.

Our findings reveal that R&D spending, particularly in the higher educa-
tion sector, appears to have a negative impact on economic growth. This rais-
es questions about the timing of returns on investment and the potential for 
a brain drain. However, both employment in high-tech sectors and the level 
of higher education demonstrate a positive and significant correlation with 
economic growth. Interestingly, participation in telework shows a positive 
sign but lacks conclusive statistical significance.

The inclusion of gender perspectives allows for a nuanced understanding. 
While the overall gender gap in employment exhibits a non-significant nega-
tive association with economic growth, the separate analysis of female em-
ployment reveals a positive and significant relationship. This suggests that nar-
rowing the gender employment gap could contribute significantly to boosting 
the economy´s performance.

Our analysis of innovation levels within member states has shed additional 
light. In highly innovative countries, employment in high-tech sectors exhib-
its a significant positive association with growth, as does the gender gap in 
employment. However, when disaggregated by gender, the gender gap varia-
ble and the number of women with higher education both show positive and 
significant associations with growth. Moderately innovative countries exhibit 
behaviour like the whole EU, although telework participation here displays 
a more noticeable positive association with growth. For emerging innovators, 
the negative and significant impact of public R&D spending on higher edu-
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cation is noteworthy. Additionally, telework participation and the number of 
men with higher education show positive associations.

Our conclusion, while emphasising the important role of employment in 
high-tech sectors for growth, could be the departure point for some policy 
recommendations. For highly innovative countries, promoting policies that 
address the gender gap in employment, particularly in high-tech sectors, 
would be vital. Moreover, for intermediate and low-innovation countries, it 
is important to foster policies that encourage investment in human capital, 
particularly by improving the efficiency of R&D spending in higher education 
and providing more accessible pathways for women to enter the STEM fields. 
Encouraging female participation in high-tech roles through targeted educa-
tion and industrial policies is crucial.

 Summarising our findings, we can state that employment in high-tech 
sectors is the variable that contributes most to growth in countries leading 
in innovation. For these highly innovative countries, the positive and signifi-
cant effect of the gender gap in employment may indicate that men occupy 
more positions in high-technology sectors than women. Our second result is 
that women with a high level of education appear to have a stronger associ-
ation with economic growth than men with the same level of training (except 
in the case of low-innovative countries), although their contribution through 
employment in high-tech sectors remains lower in all cases. These findings 
may help to inform future research and broader policy discussions concerning 
how gender, education, and innovation interact to shape growth trajectories. 
In particular, the analysis highlights the importance of exploring further the 
structural factors that limit women’s participation in technological sectors, as 
well as the potential benefits of increasing their representation.

Future research should explore the specific reasons behind the negative 
short-term association between R&D spending on higher education and eco-
nomic growth. Additionally, examining the mechanisms behind the observed 
gender-specific patterns in highly innovative countries could provide useful 
insights into the factors that influence female participation in innovation-driv-
en economies.
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Appendix

Table A1. Correlation matrix

GDP ERB ERE HTT HTF HTM TWT TWF TWM EHT EHF EHM GAP INV EXP

GDP 1.00

ERB –0.05 1.00

ERE –0.09 0.73 1.00

HTT 0.24 0.47 0.23 1.00

HTF 0.22 0.25 –0.01 0.91 1.00

HTM 0.23 0.57 0.35 0.97 0.80 1.00

TWT 0.03 0.51 0.46 0.44 0.19 0.55 1.00

TWF 0.24 0.47 0.23 1.00 0.91 0.98 0.44 1.00

TWM 0.02 0.53 0.51 0.46 0.20 0.57 0.99 0.46 1.00

EHT 0.15 0.25 0.25 0.36 0.18 0.44 0.46 0.36 0.47 1.00

EHF 0.17 0.14 0.19 0.35 0.22 0.41 0.35 0.35 0.36 0.96 1.00

EHM 0.12 0.34 0.28 0.36 0.15 0.46 0.54 0.36 0.54 0.94 0.81 1.00

GAP 0.02 –0.37 –0.43 –0.07 0.09 –0.17 –0.27 –0.07 –0.28 –0.49 –0.48 –0.40 1.00

INV –0.07 –0.12 –0.02 –0.15 –0.12 –0.16 –0.08 –0.15 –0.09 –0.09 –0.02 –0.20 –0.17 1.00

EXP 0.78 –0.13 –0.12 0.07 0.08 0.06 –0.05 0.07 –0.05 0.11 0.13 0.07 0.01 –0.08 1.00

 Source: own elaboration.
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Table A2. Unit root tests

GDPg ERB ERE HTT TWT EHT GAP INV EXP

Stat Prob Stat Prob Stat Prob Stat Prob Stat Prob Stat Prob Stat Prob Stat Prob Stat Prob

LLC 24.88 1.00 –5.02 0.00 –1.96 0.02 –1.92 0.02 –1.90 0.02 6.06 1.00 8.02 1.00 –4.46 0.00 34.47 1.00

Breitung 0.41 0.66 4.17 1.00 –0.41 0.34 5.65 1.00 5.65 1.00 –2.68 0.00 1.17 0.87 0.62 0.73 2.87 0.99

IPS –0.83 0.20 –0.49 0.31 –0.89 0.18 1.30 0.90 1.30 0.90 0.34 0.63 1.11 0.86 –1.18 0.11 1.01 0.84

ADF - F 50.64 0.60 72.14 0.05 64.29 0.15 62.66 0.19 62.66 0.19 46.66 0.75 33.27 0.98 65.44 0.13 34.56 0.95

PP - F 187.94 0.00 48.43 0.68 115.76 0.00 80.73 0.01 80.73 0.01 85.42 0.00 98.02 0.00 95.03 0.00 194.74 0.00

Hadri 5.75 0.00 7.11 0.00 7.10 0.00 12.20 0.00 8.21 0.00 13.66 0.00 11.08 0.00 7.54 0.00 4.44 0.00

Note: Null hypothesis: No stationarity. LLC, Breitung, IPS, ADF-F and PP-F. Stationarity. Hadri.

Source: own elaboration.



Economics and Business Review, Vol. 11 (2), 2025

Table A3. Cointegration tests

Pedroni

Statistic Probability

Panel v-Statistic –1.43 0.92

Panel rho-Statistic 4.53 1.00

Panel PP-Statistic –13.71 0.00

Panel ADF-Statistic –3.04 0.00

Group rho-Statistic 6.69 1.00

Group PP-Statistic –24.31 0.00

Group ADF-Statistic –5.57 0.00

Kao

Statistic Probability

ADF –7.47 0.00

Note: Null hypothesis: no cointegration.

Source: own elaboration.
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Table A4. The DOLS regressions on real GDP growth rate in EU-27, 2008–2021. Interactions

Female Male
(1) (2) (3) (4) (5) (6) (7) (8)

ERB –0.59
(–1.22)

–0.83**
(–2.55)

–0.30
(–0.61)

0.14
(0.44)

–0.63
(–1.51)

–0.01*
(–3.00)

–0.59
(–1.52)

–0.19
(–0.58)

ERE –2.31*
(–1.81)

–0.55
(–0.58)

–1.58
(–1.17)

–0.98
(–1.15)

–1.93*
(–1.68)

–0.67
(–0.77)

–1.43
(–1.32)

–1.03
(–1.29)

HTF –0.14
(–0.21)

0.25
(0.80)

0.33
(0.79)

–0.52
(–1.71)

HTM 0.62***
(3.37)

0.69***
(5.55)

0.61***
(4.10)

0.33**
(2.85)

TWF 0.61
(1.20)

TWM 0.01
(0.18)

EHF 0.04**
(2.23)

EHM 0.03*
(1.64)

GAP 0.09**
(2.19)

0.10**
(2.51)

0.10**
(1.99)

0.06**
(1.87)

–0.01
(–0.16)

–0.01
(–0.38)

0.01
(0.22)

–0.02
(–0.06)

TWF*EHF 0.01**
(2.48)

0.01
(1.19)

0.01*
(2.63)

TWM*TWM 0.01
(1.52)

0.01
(1.11)

0.01
(0.21)

INV 0.21
(1.40)

0.10
(0.83)

EXP 0.37**
(12.47)

0.30***
(9.91)

R2 0.65 0.71 0.86 0.76 0.71 0.76 0.88
R2

adj 0.42 0.46 0.73 0.54 0.52 0.54 0.78

Periods: 13; Cross sections: 27; Observations: 351

Note: See note in Table 3.

Source: own elaboration.
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Abstract

The growing adoption of large language models (LLMs) pre-
sents potential for deeper understanding of human behav-
iours within game theory frameworks. This paper examines 
strategic interactions among multiple types of LLM-based 
agents in a classical beauty contest game. LLM-based agents 
demonstrate varying depth of reasoning that fall within 
a range of level-0 to 1, which are lower than experimental 
results conducted with human subjects in previous studies. 
However, they do display a similar convergence pattern to-
wards Nash Equilibrium choice in repeated settings. Through 
simulations that vary the group composition of agent types, 
I found that environments with a lower strategic uncertainty 
enhance convergence for LLM-based agents, and environ-
ments with mixed strategic types accelerate convergence 
for all. Results with simulated agents not only convey in-
sights into potential human behaviours in competitive set-
tings, but also prove valuable for understanding strategic 
interactions among algorithms.
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Introduction

With the emergent line of research into large language models’ (LLMs) ca-
pabilities, there are also growing discussions on the implications of LLMs for 
economic research and social sciences experiments, particularly in the field 
of game theory. One of this work’s main objectives is to make a case for us-
ing LLMs as synthetic agents in economic games to shed light on potential 
strategic behaviours. Since LLMs are trained using human-generated data, 
observing interactions between them could be relatable to human subjects 
in experiments, and offer more insights than conventional simulation meth-
ods. As opposed to diving into more expensive human-based experiments 
straightaway, it is also relatively easy and cost-effective to test different set-
ups before concentrating on designs that are worth pursuing.

Previous studies mainly focused on exploring two-player cooperative and 
non-cooperative games, and they often consist of a single LLM type (Akata et 
al., 2023; Horton, 2023; Phelps & Russell, 2023). While they provide interest-
ing baselines for evaluating strategic behaviours, assuming agent homogene-
ity could make behaviour modelling more restrictive and does not leverage 
the potential of having multiple LLMs in the market. Furthermore, competi-
tive games involve more strategic consideration in attempting to predict and 
outmanoeuvre opponents. Therefore, exploring such games could offer new 
insights into strategic interactions that are different from other games, pro-
viding novel and promising applications for LLMs. As a result, in this paper, 
I investigate a classical multi-player competitive game widely studied in eco-
nomics: the beauty contest game. In this framework, agents’ strategic levels 
and adaptive learning behaviours can be jointly evaluated. The methodolo-
gy builds on top of a well-established line of research, thus providing a sol-
id foundation for the approach adopted, complemented by the availability 
of human subject experimental results and broad economic applications to 
draw relation to.

In the first experiment involving multiple LLM types, I found that LLM-
based agents manifest strategic levels between 0 and 1, evaluated using 
Nagel’s (1995) level-k model, which are lower than experimental findings 
conducted with human subjects in previous literature. However, in repeated 
beauty contests with revelation of past information, most LLM-based agents 
show convergence towards the Nash equilibrium (NE) choice, mirroring that 
of human subjects.

Furthermore, I also explore simulations of beauty contest games in different 
game environments. Since opponent types could be important in influencing 
adaptive learning behaviour, I varied the proportion of agents with different 
strategic types within the group to analyse their impact on game outcomes. 
I found that when facing fixed-strategy opponents, LLM-based agents display 
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faster convergence in low strategic uncertainty environments. When two types 
of LLM-based agents, one with higher strategic level than the other, are play-
ing against each other, all agents display faster learning speed in such mixed 
environments than when they are playing against their own types. These re-
sults contribute to assessing LLMs with human-based metrics on strategic 
levels, thereby allowing for representation of heterogeneous human subjects 
with different LLM types. Potential strategic behaviours can also be explored 
via simulation of various set-ups, and postulating the possible implications.

On a broader view, given LLMs’ capability, this work not only seeks to con-
tribute to the growing literature on using LLM-based agents as a tool for social 
science research, and in simulating and deciphering human’s strategic behav-
iours. I show that theories that were developed to explain and evaluate hu-
man behaviours can unequivocally help us to understand how this new era 
of computer algorithms would behave when competing against each other. 
With the growing integration of LLMs into daily life, where they can be used 
as surrogate agents to communicate and interact with one another, under-
standing how algorithms react to each other could have significant social im-
pacts and real-world applications, particularly for competitive games, such 
as beauty contests.

The rest of the paper is structured as follows: Section 1 highlights the back-
ground. Section 2 explores the one-shot and repeated beauty contest games. 
Section 3 further investigates LLMs’ adaptive learning behaviour via simula-
tions of beauty contests with variation in group composition. Section 4 dis-
cusses the limitations and extensions, followed by conclusion.

1. Background

LLMs as a computational model of human behaviour. Since the train-
ing process of LLMs uses human-generated data and refinements based on 
direct human feedback, human reasoning process are baked into the algo-
rithms (OpenAI, 2024; Ouyang et al., 2022). Therefore, it is proposed that 
LLMs can be perceived as an implicit computational model of human behav-
iour (Horton, 2023). I hereby streamline and differentiate between the two 
main aspects of how LLMs’ human-like behaviour could apply to research for 
the social sciences community:

(a) Imitation of decision-making with known constraints. One approach 
is to use LLMs as synthetic agents with pre-specified profiles. The objective 
is to granulate the elements contributing to decision-making by testing out-
comes given known constraints. This resembles agent-based modelling (ABM) 
(Hamill & Gilbert, 2015), where agents are pre-programmed to behave as we 
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expect, and the outcome serves as a form of visualising and checking theo-
retical predictions. Applying this approach to the beauty contest games im-
plies setting the strategic levels of the LLM-based agents a priori and examin-
ing their behaviours in comparison to theoretical predictions of agents with 
a certain strategic level.

(b) Mirroring human-like behaviours without known constraints. By ab-
stracting away from putting restrictions on behaviours a priori, simulations 
conducted with LLM-based agents essentially offer a tool for computational 
experiments. In the context of beauty contests, this approach identifies the 
intrinsic strategic levels of the LLM-based agents, given a pre-specified game 
environment. By varying the experimental design, the behaviours of LLM-
based agents could be used as pilots. The results can form conjectures of the 
possible outcomes if the experiments were conducted with human subjects.

In this paper, I focus on the second approach, which is more relevant to 
my objective of simulating potential strategic behaviours between LLM-based 
agents in a competitive setting. Furthermore, this method also accounts for 
the potential changes in strategic levels over time in repeated settings, which 
would not be identified if strategic levels are pre-fixed, as in (a).

LLMs as heterogeneous agents. Existing works (e.g., Akata et al., 2023; 
Horton, 2023) mainly explore the use of a single type of LLM to represent 
agents and do not fully leverage the potential of many different LLMs in the 
market. The presence of multiple LLMs could be used to model games with 
heterogeneous agents. There are many ways to define agent heterogeneity, 
one of which could be based on differences in the underlying training data. 
For instance, Anthropic’s reward model training data primarily comes from 
crowd-sourcing feedback through Amazon Mechanical Turk, a platform often 
used for social sciences research; and OpenAI’s models are mainly trained 
on used prompts (HuggingFace, 2022). LLMs could also comprise of different 
priors and come in varying sizes, leading to different performances in text-
based generating ability. Therefore, each LLM can be perceived as represent-
ing a different type of agent. As a result, the LLMs used in this work comprise 
of models from different developers and of different sizes and architectures. 
However, while the above distinctions of types are intuitive and straightfor-
ward, they do not necessarily imply heterogeneity in strategic situations, 
which I seek to study. Therefore, I define LLM types by their corresponding 
strategic levels, determined through the one-shot beauty contest game using 
a measure ubiquitous to how we evaluate the strategic level of human sub-
jects. This measure of agent heterogeneity also allows me to draw parallels 
between strategic behaviours displayed by LLM-based agents and different 
groups of human subjects. It also provides a flexible set-up where new mod-
els can be added and evaluated in a similar manner.

LLMs as complements to human participants. At the core of discussions 
surrounding the usefulness of LLMs in social sciences research is the question 
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of whether they can rise to the challenge of participating in social experiments 
in place of human subjects or as rational players. There are growing replica-
tions of social experiments and strategic games to investigate this. While it 
was found that LLM-based agents deviate away from game-theoretical pre-
dictions and may be far from rational, they inevitably demonstrate an ability 
to imitate human behaviours, making them human-like participants (Aher et 
al., 2023; Argyle et al., 2023; Dillion et al., 2023; Fan et al., 2023; Guo, 2023; 
Guo et al., 2024; Huijzer & Hill, 2023; Mei et al., 2024; Webb et al., 2023).

The main concern about using LLM-based agents is the opacity of their 
minds, which makes interpretations about their beliefs superficial (Dillion et 
al., 2023). Although the same argument applies to human minds, there exist 
many theories to describe human reasoning in strategic situations, but a lack 
of any equivalent to decipher the “thinking” process of AI algorithms. However, 
since LLMs are trained on human-generated data, which includes reasoning 
procedures, they could develop mechanisms similar to those of the human 
brain, thus theories applied to humans might also be applicable for explain-
ing behaviours displayed by LLM-based agents (Kosinski, 2023). Furthermore, 
Strachan et al. (2024) measure LLMs’ theory of mind ability and show that 
these could be on a par with or even outperform humans in terms of the abil-
ity to understand others’ mental states, reflective of reasoning ability. This 
implied eliciting of reasoning from LLM-based agents could illuminate deci-
sion-making process undertaken by human subjects. However, despite this 
connection, given the opacity of both LLM-based agents and human subjects’ 
internal reasoning processes, it remains important to treat simulated results 
with care, thus my work focuses more on revealed choices than the reason-
ing process. It does not aim to argue for replacing human subjects in experi-
ments with LLM-based agents completely, but rather using them as comple-
ments to shed some light on potential strategic behaviours.

Choice of beauty contests. In this paper, I focus specifically on a beauty con-
test game, contributing to the study on multi-player competitive games with 
LLM-based agents. This set-up is desirable, as it encompasses both competi-
tive nature and interactions between multiple, and possibly heterogeneous, 
agents, whose level of reasoning can be easily distinguished (Camerer et al., 
2004; Nagel, 1995). The game can also be constructed with a single interior 
NE solution, even in repeated settings, obstructing away from the complica-
tion of analysing multiple equilibria. Furthermore, there are many applica-
tions of beauty contest games with substantial social value. For instance, the 
Keynesian Beauty Contest started off with a practical application to describe 
the stock market (Keynes, 1936; Nagel et al., 2017). With the market becom-
ing more computerised, crypto trading bots emerge and function by execut-
ing pre-defined buying and selling strategies (Trality, 2024). The backbone 
of these automatic bots can be replaced in the future by LLMs that account 
for vast human data on trading behaviours, and one could instead focus on 
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choosing between different LLMs that behave as proxies for human traders. 
Therefore, understanding LLM interactions could better inform us about the 
potential social implications, such as in the trading market, and a beauty con-
test game is a good starting point.

2. Beauty contest games

In this section, I first explore the one-shot and repeated beauty contests 
involving multiple LLMs: ChatGLM2, ChatGLM3, Llama2, Baichuan2, Claude1, 
Claude2, PaLM, GPT3.5, GPT4. I will focus my analysis on determining the stra-
tegic levels associated with each LLM-based agent, and explore their learning 
patterns over time.

The results are based on experimental data adapted from Guo et al. (2024). 
However, unlike Guo et al. (2024), whose main objective was to evaluate 
LLMs’ performance relative to rational players that select the NE choice, this 
work aims to analyse LLMs’ behaviour as though they were human players.

General experimental design. Using a modified set-up following Nagel 
(1995), and an exemplary prompt, following Guo et al. (2024) (recited in 
Appendix A1):

Agents are asked to choose a number between 0 and c , where c  is ran-
domly generated from 0 to 1,000. The agent choosing the number closest to 
p, p = 2/3, of the average wins the game. A fixed prize of $x is awarded to the 
winner. The prize is split amongst those who tie.

In a repeated beauty contest game, the same game is played for 6 peri-
ods, and agents are given historical information up to 3 past periods. These 
include choices made by all agents, the average of these choices, 2/3 of the 
average, and past winners. The choice of revealing up to 3 past periods is 
due to token restrictions to control computation intensity. As a result, this 
set-up can be perceived as one with partial feedback or an exogenous for-
getting parameter.

Data collection. The experiments are conducted with API calls of differ-
ent LLMs, providing a collection of independent observations that allows for 
a robust measure of strategic level for each LLM type. In repeated settings, 
the information availability can be explicitly controlled through prompts that 
reveal histories perfectly or selectively to LLMs (Bauer et al., 2023). While the 
stochasticity of model responses is dependent on the temperature selected, 
Chen et al. (2023) show that strategic or choice consistency is less influenced 
by temperature, which depends more on the underlying reasoning process. 
Therefore, this work does not explore changes in responses given variations 
in temperature.
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Analysis Focus. The two main concepts central to my analysis are:

 – Determination of strategic levels. Following Nagel (1995), an agent is of 
strategic degree n if it chooses a number r(2/3)n, where r is defined to be 
the reference point, characterised by naive player or a point of salience in 
heuristics. In one-shot games and in period 1 of repeated games, this ref-
erence point is assumed to be the mean of the range of numbers in the 
action space (ie. r = c /2).

 – Convergence. In repeated games, changes in choices are tracked to deter-
mine if there is convergence to the unique NE of 0. The convergence rate 
is computed as ct = –(at+1 – at)/at, where at+1 ≤ at, at being the action/num-
ber chosen in period t. Changes in strategic levels are found by re-adjusting 
the reference point to the mean of the previous period choices.

2.1. One-shot game

150 sessions of one-shot beauty contest were conducted with 9 agents 
represented by different LLMs. In classical beauty contests, c  is often fixed at 
100, and as a result, all choices between (66.66, 100] are weakly dominated 
by 66.66, and those above 44.44 are weakly dominated by 44.44, etc. Via it-
erative elimination of weakly dominated strategies, the number of steps tak-
en determines agents’ strategic levels. Otherwise, going by the level-k mod-
el with a focal point set at the mean of the number range, 50, level-0 would 
choose 50, and level-1 responds by choosing 33.33, etc. The unique interior 
NE solution of the game is 0. In this modified set-up with a randomly gener-
ated upper bound for each game, the steps of assessing the strategic levels 
are unaffected. For example, using the level-k model, level-0 would simply 
choose the focal point, c /2, and level-1 would respond by choosing 2/3 ∙ c /2.

Choices. Figure 1 shows that the normalised choices made by LLM-based 
agents are concentrated at 50 for ChatGLM3, Baichuan2, Claude1, PaLM. As 
per level-k model, they are level-0 players. Llama2 records fairly dispersed 
and randomised choices, and thus can be perceived as level-0 as well. Claude2 
shows a spike around 33, indicating likelihood of level-1 thinking. There is also 
high choice frequency around 66, which could be rationalised as step-1 of iter-
ated elimination of dominated strategies (Mauersberger & Nagel, 2018). For 
GPT3.5, most of the choices are concentrated around 33, stipulating level-1 
reasoning. While there are some other spikes at 50 and 66, those are of much 
lower frequency. GPT4 displays the highest spike in choices around 44, imply-
ing step-2 depth of reasoning by iterated elimination of dominated strategies. 
A lower spike is also observed around 33, corresponding to level-1 thinking 
in the level-k model. This could suggest that GPT4 has a level in between 1 
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Figure 1. Many LLM-based agents choose 50 with higher frequency

Source: own work.
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and 2. No data is observed for ChatGLM2, indicating it is unable to complete 
the games and produce comprehensible output given the instructions.

Nagel (1995) and Bosch-Domenech et al. (2002) have conducted beauty con-
test games with different human populations, such as students (mean = 36.73, 
median = 33), theorist (mean = 17.15, median = 15*), newspaper readers 
(mean = 23.08, median = 22*), etc.2 In their studies, human subjects show 
a strong deviation away from game-theoretic prediction, and display on av-
erage iteration steps 1 and 2 evaluated by the level-k model. Compared to 
them, LLM-based agents choose slightly higher numbers, as shown in Table 1, 
which corresponds to an average strategic level between 0 to 1. This could 
be due to differences in human subjects involved in the experiments and the 
underlying data used to train the LLMs. Moreover, since LLM-based agents 
could display different strategic levels, their behaviour could be representa-
tive of different subsets of the population.

Table 1. Average and median choice of LLM-based agents across 150 Sessions

Mod els Chat 
GLM3

Chat 
GLM2 Llama2 Bai-

chuan2 Cla ude2 Cla ude1 PaLM GPT3.5 GPT4

Average 52.029 N/A 59.519 51.158 41.609 47.696 49.976 38.912 41.072

Median 51.724 N/A 62.685 50.0 33.333 49.313 50.0 33.333 44.442

Source: own work.

For human subjects, when given an identical game set-up, it is possible 
that they might employ different strategies (Costa-Gomes & Weizsäcker, 2008; 
Devetag et al., 2016). The same could apply to LLM-based agents. Therefore, 
by fixing the game parameters and instructions, it is possible to analyse how 
varied agents’ choices might be.

Figure 2 shows that within the 150 sessions, for the same upper-bound 
value, c , Claude2, GPT3.5 and GPT4 displayed more variability in choices than 
other models. This is similar to human players, where choices might not be 
static even when the game parameters and instructions are the same, LLM 
agents’ behaviour also encompass this aspect to some extent. While Bauer et 
al. (2023) indicate that running multiple sessions could already accommodate 
the stochastic nature of LLM responses, my method of using average choices 
based on both identical and different upper bounds could render a more ro-
bust and consistent measure of strategic levels for each model.

Strategic levels. Following the level-k model to compute for the strategic 
levels, n, the reference point, r, is defined to be the choice of a non-strate-
gic agent, which is assumed to be the mean of the number range, pertaining 

 2 The median with * are guesstimated based on the figures in Nagel (1995) and Bosch-
-Domenech et al. (2002).
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to insufficient reasoning (Mauersberger & Nagel, 2018). However, this focal 
point can be disputable. In my set-up, the varied upper bounds may also be 
the focal points rather than taking the extra step of computing for the mean. 
In Figure 3, I show that the average strategic levels are between 0 and 1 given 
the reference point r = c /2, and between 1 to 2.5 when it is r = c . However, 
for consistency with the existing literature on beauty contests, in the follow-
ing sections, I evaluate the results using the conventional focal point of c /2.

Comparing across LLM-based agents, in Figure 3a, the strategic levels are 
relatively high for ChatGLM3, Claude2, GPT3.5 and GPT4. Surprisingly, GPT4 
has a slightly lower strategic level than GPT3.5, even though it is often pre-
sumed to be a stronger model. It may be possible that its lower depth of rea-
soning is due to it being trained on more data, thereby encompassing a high-
er possibility of noisy strategies, leading to a higher average chosen number.

Figure 3 also shows variability in strategic levels, which could again indicate 
some degree of choice inconsistency that is similar to human subjects. While 
this highlights the plausibility of exploring agent heterogeneity on another 
dimension of variability in strategic levels, this work follows a conventional 
analysis approach in beauty contests and focuses on average strategic levels.

Payoff. Figure 4 demonstrates that Claude2, GPT3.5 and GPT4 have rela-
tively higher average payoffs than the others, of which GPT3.5 has the high-
est average payoffs compared to the other models. Associating the results 
with strategic levels, LLM-based agents with higher average strategic levels 
can often obtain higher average payoffs, except for ChatGLM3. This could be 

Figure 2. Some LLMs display variability in chosen number 
given the same upper bound

Source: own work.
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Figure 3. Average strategic levels of LLM-based agents with reference point 
r = c /2 (in 3a) fall between 0 to 1, and for r = c  (in 3b), they are between 1 to 2.5

Source: own work.

Figure 4. Average payoffs are higher for Claude2, GPT3.5 and GPT4

Source: own work.

(3a)

(3b)
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due to high variability in the strategic level of the ChatGLM3-based agent, 
thus adversely influencing its average gain.

2.2. Repeated games

Following the repeated set-up highlighted in the general experimental de-
sign, 30 sessions of repeated beauty contests were conducted.

In Figure 5, most LLM-based agents show convergence in actions, particu-
larly for Claude1, Claude2, GPT3.5, and GPT4, which are models of higher 
strategic levels, determined by the one-shot games. Their chosen numbers 
are approximately 0 in period 6, indicative of them learning to play NE choice 
across time.

Evolution of strategic levels. Figure 6a shows the changes in strategic lev-
el across time for each LLM-based agent, averaged across sessions. While 
the strategic levels evolve over time, the range of change is narrow. On av-
erage, they stay within the bound of 0 and 1.4. Most LLM-based agents dis-
play increasing depth of reasoning, especially Claude2, GPT3.5 and GPT4. An 
interesting observation is that while GPT3.5 has a higher strategic level than 
GPT4 in one-shot games, in repeated settings, GPT4’s average strategic level 
surpasses that of GPT3.5 from periods 2 onwards, implying that it could be 
more adept at revising its beliefs about opponents over time given past in-
formation. The abnormality in Figure 6a comes from ChatGLM3 and Llama2, 
the first shows a decrease in the average strategic level, indicating a lack of 

Figure 5. Most LLM-based agents display convergence 
in average chosen number

Source: own work.

130



S. E. Lu, Game-theory behaviour of large language models

ability to respond to historical information and adjust behaviour accordingly; 
the second displays naive, random selection throughout the periods, and on 
average, it fails to complete the game beyond period 4.

Payoff evolution. Figure 6b shows the transition of average payoff over time. 
GPT3.5 outperforms the other LLM-based agents in all periods; Claude2 and 
GPT4 also perform relatively well and they are more or less comparable; the 
rest of the LLM-based agents do not obtain as high an average payoff, but most 
of them display growth over time. Coupled with Figure 5, which shows conver-
gence in average choice towards NE, the increasing payoffs could be an indi-
cation of learning about the optimal action to take in order to win the game.

In this section, the purpose of evaluating the one-shot games is to deter-
mine the strategic levels of LLM-based agents. The computation method is the 
one conventionally used in human subject experiments, and thus allows par-

Figure 6. Average strategic levels (6a) and average payoffs (6b) across 30 sessions 
for 6 periods are highest for GPT4 and GPT3.5 respectively

Source: own work.

(6a)

(6b)

131



Economics and Business Review, Vol. 11 (2), 2025

allels to be drawn between the results. Experiments with LLM-based agents 
resemble those conducted with human subjects: they both show strong de-
viation away from game-theoretic prediction, and agents tend to display low 
levels of reasoning. However, the distinction is that LLM-based agents display 
an even lower level of reasoning as compared to human subjects. Furthermore, 
the repeated setting sheds light on how simulated agents could learn over 
time. In a similar way to human subjects, LLM-based agents do not display it-
eration steps that go over 2 within the span of the games, but they do seem to 
learn from historical information and show convergence towards NE choice.

3. Simulation of adaptive learning behaviour 
with variation in group composition

Following on from above, in this section, I explore LLM-based agents’ learn-
ing patterns further by analysing how variations in group composition could 
affect their behaviours. These results can also be perceived as computational 
experiments conducted with synthetic agents, which may illuminate human be-
haviour in similar set-ups and would be useful as insights for experimental pilots.

Based on the strategic levels determined, I choose two LLMs with differ-
ent strategic levels, GPT3.5 and PaLM. GPT3.5 has a strategic level of approx-
imately 1 and PaLM has level-0, representing a higher (H) and lower (L) in-
telligence agent type, respectively, where intelligence is interpreted loosely 
as a metonym for strategic level. I will construct groups of heterogeneous 
agents using these two types of LLM-based agents.

Set-up. Games are played among 10 agents, who are asked to choose 
a number between [0, 100]. The same group plays for 5 periods with full his-
torical information disclosure (i.e. choices made by all agents, average of these 
choices, 2/3 of the average, and past winners). The winner is the agent whose 
number is the closest to 2/3 times the average of all chosen numbers. In each 
period, the winner receives a fixed prize of $x. In the case of a tie, the prize 
is split amongst those who tie, and all other players receive 0.

3.1. Partial static environment: LLM vs. static algorithm

In this environment, LLM-based agents are asked to play against fixed-strat-
egy players, whose actions are hard-coded to be 0. There are 3 treatments: 
(1) 1 LLM + 9 Hard-coded Agents (Low strategic uncertainty); (2) 5 LLMs + 5 
Hard-coded Agents (Mixed strategic uncertainty); (3) 9 LLMs + 1 Hard-coded 
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Agents (High strategic uncertainty). These treatments allow analysis of agents’ 
behaviour amidst different levels of strategic uncertainty. Across different 
treatments, the proportion of fixed strategy players and LLM-based agents 
change, but the group size remains the same. LLM-based agents are also told 
that some of their opponents are playing a fixed strategy of 0. An exemplary 
prompt is shown in Appendix A2.

For both types of LLM-based agents, there is convergence in choices to 0 
in general, as shown in Figure 7 and 8. This learning pattern exhibits either 
refinement of beliefs about opponents’ strategies or progression in their 
own depth of strategic thinking when given historical information. The pace 
is slower as strategic uncertainty grows, where the proportion of LLM-based 
agents becomes larger relative to fixed-strategy players.

Comparing the high (H) and low (L) types, all H agents chose the same 
number over time in Treatment 2 and 3, where there are multiple LLM -based 
agents. Therefore, they are shown in Figure 7 as representative agents. 
However, not all L agents choose the same number in those treatments, as 
shown by multiple graphs in Figure 8b and 8c, which indicates that some L 
agents may choose different numbers. This demonstrates that when strate-
gic uncertainty is high, L displays larger variability in choices and there might 
not be any convergence at all.

Furthermore, L types also behave less “cautiously” in the sense that they 
could converge to 0 in period 2 straightaway when strategic uncertainty is rela-
tively low, whereas convergence to 0 takes a gradual process for H. This could 
indicate that H goes from less sophisticated strategies to more refined choices 
through iterative learning and adaptation, and there is a lack of such system-

Figure 7. Choices of higher intelligence LLM-based agents playing against fixed 
strategy opponents display gradual convergence in all treatments

Source: own work.
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Figure 8. Choices of lower intelligence LLM-based agents playing against fixed 
strategy opponents for Treatment 1 (8a), 2 (8b), and 3 (8c) may display abrupt 

adjustment or lack of convergence

Source: own work.

(8a)

(8b)

(8c)
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atic adjustments in choices for L, which could suggest that they are relying 
more on intuitive guesses than successive elimination of less likely options.

Evolution of strategic levels. When evaluating the transition in strategic 
levels across periods, H shows the transition from 0 to 1, and most of L-type 
agents stay at level-0, with some fluctuations between 0 and 1 when strate-
gic uncertainty is high.

Payoffs. The payoffs are in favour of LLM-based agents rather than 
fixed-strategy players when strategic uncertainty is relatively high. H could 
gain better payoffs in a low and high strategic uncertainty environment as 
compared to a mixed strategic uncertainty environment, where they receive 
a flat payoff of 0 throughout the periods. Comparing the types, it is interest-
ing to note that payoffs achieved by L in all settings may be comparable or 
even higher than that of H, although the variations are also larger. This indi-
cates that a higher strategic level does not necessarily imply higher payoffs 
when competing against fixed strategy opponents. These results not only 
signify the potential game play if human subjects are playing against oppo-
nents that naively adopt a fixed strategy of 0, but could also illustrate a pos-
sible outcome if they are going against static computer algorithms executing 
a fixed NE strategy (see Appendix A3.2, Figure A1 & A2).

Application. One example of beauty contest applications is the Bertrand 
competition model (Mauersberger & Nagel, 2018). LLM-based and fixed strat-
egy agents can be perceived as firms adopting different pricing strategies, with 
the objective being to win over the market and maximise their profits. Fixed 
strategy firms could be perceived as playing the equilibrium action by setting 
the price equals to marginal cost, while LLM-based firms could be more dy-
namic and adjust their prices in each period.

In terms of payoffs, if there exists some rigidity in the short run, such as 
production capacity constraints for the firms or limited response time for the 
consumers, then those who set higher prices would be able to gain higher 
profits. In the long run, however, all factor inputs are flexible and consumers 
will not purchase from a firm that sells a homogeneous product at a higher 
price than the equilibrium. As a result, H-type firms could often achieve bet-
ter outcomes than L-type ones in the short run, where they can earn a posi-
tive profit by converging gradually. Even in the long run, the larger variance in 
pricing strategies for the L type as compared to H could result in them failing 
to converge to the NE, or in them displaying higher volatility in pricing, both 
of which could adversely impact their profits.

If firms outsource their pricing strategies to automated algorithms, this 
simulation could also be interpreted as competition between different al-
gorithms. While automated pricing has been widely discussed in literature, 
those represented by LLMs that could respond to changes in rivals’ strategies 
by adjusting their own ones could spark fresh perspectives (Brown & MacKay, 
2023; Chen et al., 2016).
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3.2. Dynamic environment: LLM vs. LLM

In this setting, LLM-based agents are playing against each other (similar-
ly, GPT3.5 is denoted as H, and PaLM as L). There are 5 treatments: (1) 10 H 
LLMs; (2) 9 H LLMs + 1 L LLM; (3) 5 H LLMs + 5 L LLMs; (4) 1 H LLM + 9 L LLMs; 
(5) 10 L LLMs. I use the original prompt as shown in Appendix A1.

In Figure 9, set-up 1 (Figure 9a) and set-up 5 (Figure 9e) depict pure intel-
ligence environments. While H agents show adjustment in their choices to 
lower numbers, the L agents persistently choose around 50. Whereas in set-
up 2 to 4, both H and L agents show convergence to lower numbers. The main 
difference is that the gap between the numbers chosen by H and L is smaller 
when there is higher proportion of L agents in the group. This result shows 
that L agents fail to adapt their strategies in the pure environment despite 
given historical information, but when placed in environments with mixed 
types, these could instigate faster learning. This observation applies for both 
H and L types, particularly when there is a higher proportion of H agents. 
This puts forth the strong statement that adding a single H agent could very 
well speed up learning.

Figure 9. Transition of chosen number given variation in group composition 
for LLM vs. LLM-based agents for different environments, including Pure High 
Intelligence (9a), Highly Intelligent (9b), Mixed Intelligent (9c), Less Intelligent 

(9d), Pure Low Intelligence (9e)

Source: own work.

(9a)

(9d)

(9b)

(9e)

(9c)
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Convergence of choices and evolution of strategic levels. Figure 10 shows 
for set-up 1 and 5, the convergence rates for choices are low and approxi-
mately flat. In the mixed environments, the convergence speed fluctuates 
but could be higher than the pure environments. For instance, most of the 
convergence rates in set-up 2 to 4 lie above the lines for set-up 1 and 5. The 
higher the proportion of H, the higher the convergence rates. When com-
puting for variations in strategic levels across time, all set-ups except for 5, 
where L agents do not display any apparent evidence of learning, show chang-
es in strategic levels. In set-up 3, in particular, H could reach a strategic level 
greater than 1, which implies that having a highly mixed environment could 
also stimulate considerable growth in terms of depth of reasoning for some 
agents. A possible conjecture for this could be that the strategic landscape is 
more complex in a highly mixed environment: agents cannot simply default 
to strategies assuming similar reasoning process from all agents, and this may 
induce increasing depth of reasoning.

Payoffs. The maximum possible payoffs that can be achieved in the mixed 
environment is either comparable or could be higher than that of pure en-
vironments. Since this is a competitive game, a higher gain for some agents 
also means higher losses for some, thus the variability in payoff outcomes, 
even for the same agent type, can also larger. While L agents usually obtain 
positive payoffs at the beginning of the game for choosing 50, which is closer 
to 2/3 of the average, this head-start is soon eroded if the group contains any 
H agents, who learn to react to this information rapidly. Therefore, L agents 
are less likely to win across periods. Furthermore, the degree of heterogene-

Figure 10. Average convergence rates are low and approximately flat for pure 
type environments

Source: own work.
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ity also matters. H agents could obtain higher average payoffs at the expense 
of L agents when L ≥ 50%, and L agents are better off if there are less H (see 
Appendix A3.2, Figure A3).

Application. The simulation results could assist in informing policies. A po-
tential application is the streaming system in schools, where students are al-
located into different classes based on their grades to facilitate better learn-
ing (Ireson & Hallam, 1999; Liem et al., 2013). Let us suppose students are 
classified into high and low types in terms of ability: my findings provide an 
argument for a mixed learning environment, where the low types would 
learn faster when integrated into a class with larger proportion of higher abil-
ity peers; even for high types, their learning rate could be slightly improved.

Furthermore, the results also make a case for the usefulness of sustaining 
a variety of LLMs, including weaker models. Even though they do not learn 
when competing against each other, they could learn when placed in the pres-
ence of stronger LLMs. Stronger LLMs could also benefit from playing against 
a small proportion of weaker LLMs, as shown by higher learning rates, and 
they could also achieve better average payoffs when playing against larger 
proportion of weaker LLMs. This suggests the value of continual investments 
in LLMs of differing strength.

Reasoning elicitation. It is recognised that drawing direct relations be-
tween LLM-based agents and humans in terms of internal reasoning process 
may be speculative and overextending parallels, therefore analysing observed 
actions takes precedence in this paper. However, with the growing body of 
literature that highlights LLMs exhibit human-like reasoning (e.g., Kosinski, 
2023; Strachan et al., 2024), eliciting reasoning in computational experiments 
may serve as an avenue to gain some perspective on agents’ rationales for 
making certain choices and how they might learn.

In all set-ups, LLM-based agents were prompted at the beginning of peri-
od 1 to state their understanding of the game, and for each subsequent peri-
ods, they are asked to restate the goals. This step is essential to mitigate the 
potential of them not comprehending the game, in which case, all LLM-based 
agents are able to correctly recite the game rules.

The agents were also asked to give a statement of reasoning in support of 
their choices. In period 1, both H and L agents make choices based on their 
belief of a popular number, which is often the mean of the range. In subse-
quent periods, L agents appear to learn by either adjusting the reference 
point, and make selections that still comply with a strategic level of 0, or via 
imitation by following the winner’s past choice. They may also not learn at all, 
and continue to select a number that they believe to be the popular choice. As 
for the H agents, they can learn by (1) anchoring their guesses to two-thirds 
of the past period’s average; (2) imitating the winner’s strategy; (3) making 
adjustments based on past period payoffs; and also (4) pattern recognition. 
Agents may place different reliance on distinct pieces of historical informa-
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tion when making their choices, and multiple types of learning could come 
into play. This diversity in learning mechanisms could lead to higher speed of 
changes in average choices, and in turn translate into a higher strategic level.

4. Limitations and extensions

Much like experiments with human subjects, LLM-based agents could also 
be sensitive to variations in game design, feedback, and instructions. This work 
only explored a small number of set-ups and for a particular competitive game, 
which can limit the scope. However, it serves the main purpose of proposing 
the potential of LLMs as a valuable tool for social sciences research, and beau-
ty contests being a game of substantial impact in economics research provide 
an excellent foundation for this line of work. The simulation results not only 
shed light on potential strategic behaviours given variations in set-ups, they 
also illuminate outcomes when algorithms are interacting with one another.

Some of the possible extensions would be to include:
Variations in game design and feedback. While I focused on p = 2/3, p can 

be varied to 1/2 or 4/3 to replicate human subject experiments, in which case, 
equilibrium multiplicity could arise, allowing for analysis on equilibrium se-
lection (Nagel, 1995). In addition, the same set-ups can be implemented but 
with variations in terms of which piece(s) of historical information to reveal.

Objectives. Humans are sensitive to problem framing and phrasing of sur-
vey questions. Similarly, LLMs’ decisions could be influenced by the format-
ting of prompts as well (Kalton & Schuman, 1982; Sclar et al., 2023; Tversky 
& Kahneman, 1981). This work explores how agents behave when the objec-
tives are set to be winning the game and followed by maximising their pay-
offs, but in most economic models, the primary focus is usually on maximis-
ing utilities and then winning. In this competitive game, the winning strategy 
is also one that gives the best payoff, thus changing the sequence of objec-
tives is unlikely to result in drastic differences in game outcomes, but could 
serve as a sanity check.

Prompt language. In Guo et al. (2024), the prompt language was changed 
to Mandarin Chinese in the multi-LLM-based agents setting. It was found that 
PaLM is unable to complete the games, indicating the potential difficulty in 
comprehending the instructions when they are given in another language. 
As for GPT3.5, it can complete the game in a Chinese setting but the choices 
are more clustered. The variance in strategies observed as compared to the 
English setting may reflect differences in strategic behaviours among different 
language users that the models are trained on, or it could stem from a sig-
nificantly smaller availability of human-generated data in another language. 
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While the current work focuses on an English setting, future work could involve 
replicating the set-ups in other prompt languages to model heterogeneous 
populations in other dimensions. Nonetheless, this result also underscores 
the scarcity of literature on comparing experimental outcomes across human 
subjects from different language backgrounds, which could have important 
implications if the game is applied to different cultural and linguistic contexts.

Human–machine interactions. Previously, experimental designs involving 
computers usually comprised of pre-defined algorithms, and humans were 
found to display a higher degree of strategic reasoning when competing 
against fellow human opponents as opposed to computer algorithms (Coricelli 
& Nagel, 2009). Human vs. LLMs could offer a fresh form of human-machine 
interactions, as LLM-based agents could respond dynamically and switch their 
strategies based on historical information, thereby contributing to greater 
strategic uncertainty and complexity. Given that LLMs display some degree 
of learning abilities, they could also learn from playing with human subjects, 
making the interactions more intriguing to explore.

Future validity. Another important question would be the future validity 
of the results proposed by this paper. Here, the measures of strategic levels 
are robust to the changing game parameters, such as the upper bound of the 
choice range, which could serve as a form of sensitivity test and make the 
results more replicable under the same conditions. Apart from this, there is 
growing interest in exploring whether prompting LLMs with questions could 
make them more strategically sophisticated in the future, and therefore the 
results cannot be replicated. This work shows that within a given session, mod-
els converge towards NE choice if they gain exposure to past play information, 
which is indicative of their learning ability over time, offering the possibility of 
individuals training their own algorithms to better fit their preferences in dif-
ferent contexts and LLMs becoming more sophisticated in the future. However, 
since the experiments are conducted with effectively stagnant LLM versions, 
and the information provided to the LLMs during the experimental sessions 
is controlled, this allows the validity and replicability of the results under the 
same set-ups. If future versions of LLMs incorporate the questions asked by 
the individuals into their training, then new models could be relatively more 
sophisticated or on the contrary, less sophisticated due to the incorporation 
of more noisy data. This could give rise to more serious concerns over whom 
are the models aligning to, which is an open question for future exploration.
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Conclusions

The contribution of this work is threefold. Firstly, it serves as part of the 
literature that seeks to make a case for integrating LLMs as tools for social 
sciences research. It then proposes adopting LLM-based agents in multi-play-
er competitive games and explores the beauty contest game in particular, 
which has a wide range of economic applications. Drawing parallels to hu-
man subjects, LLM-based agents were found to have strategic levels in be-
tween 0 and 1, which is slightly lower than human subjects. Most of them 
also exhibit learning from historical information, showing convergence to the 
NE choice at varying rates, demonstrating either a revision in “beliefs” about 
their opponents, or increasing depth of reasoning. Similar to human subjects, 
though strategic levels evolve over time, the increase is minimal. Furthermore, 
to better understand strategic interactions and learning in varying environ-
ments, I simulate game play between LLM-based agents and fixed-strategy 
opponents, as well as among LLM-based agents. By varying the proportion 
of agent types in each group, I found LLM-based agents converge slower to 
0 as the proportion of fixed-strategy agents decreases, demonstrating the 
impact of increased strategic uncertainty. Agents were also found to learn 
faster when placed in environments with mixed strategic types than envi-
ronments comprised of a single strategic type. This postulates the potential 
for stimulating faster learning, particularly among less intelligent agents, by 
introducing heterogeneity into the groups. Last but not least, this work not 
only demonstrates potential strategic behaviours among human subjects in 
various set-ups through simulations, it also offers some insights into how dif-
ferent algorithms could behave when interacting with one another, showing 
potential outcomes if algorithms were to act as proxies for humans and ap-
plied to competitive situations.

There are many possible extensions and great potential for LLMs to be em-
ployed as toolkits for social sciences research in interpreting and deciphering 
human behaviour, which remains a relatively new subject area. The reverse is 
true as well, theories and experimental results from decades of learning about 
human decision-making can be similarly used to better understand machine 
behaviours and improve their performance.
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Appendix

A1. Original Exemplary Prompt

One-shot games with multi-LLM-based agents

[System instruction.] I want you to act as a clever game player and perform 
as rationally as possible.

[User instruction.] You are playing a game and the rules are as follows:

 – it consists of {number of players} players, including you,
 – this is a one-round game,
 – you need to choose a real number between 0 and {upper bound}, 0 and 

{upper bound} inclusive,
 – everyone does not know how others would make choices beforehand,
 – the winner is the person whose number is the closest to the two thirds of 

the average of all chosen numbers,
 – the winner gets a fixed prize, in case of a tie the prize is split amongst 

those who tie,
 – your goal is primarily to maximise the possibility of getting the prize and 

secondly to maximise your prize.

Subsequent prompt for historical information

[User instruction.]
The game of the same config has been held for {number of runs} run(s), 

and the historical choices of everyone are shown below (your id is {ID of the 
agent}: {historical information including (1) period index, (2) choices made by 
all agents, (3) average of the choices; (4) 2/3 of the average; (5) winner id.}

 – Everyone can optimise his/her answer with the history to play in a new 
run in order to achieve goals.

(Return to Section 3.2).

A2. New exemplary prompt

Opponents playing fixed strategy of 0

[System instruction.] I want you to act as a clever game player and perform 
as rationally as possible.
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[User instruction.] You are playing a game and the rules are as follows:

 – it consists of {number of players} players, including you,
 – this is a one-round game,
 – you need to choose a real number between 0 and {upper bound}, 0 and 

{upper bound} inclusive,
 – everyone does not know how others would make choices beforehand,
 – the winner is the person whose number is the closest to the two thirds of 

the average of all chosen numbers,
 – the winner gets a fixed prize, in case of a tie the prize is split amongst 

those who tie,
 – your goal is primarily to maximise the possibility of getting the prize and 

secondly to maximise your prize,
 – some of your opponents will be playing a fixed strategy of 0 and all others 

are behaving as rationally as possible.

Follow-up for each period.
Please just strictly output a JSON string, which has following keys:

 – understanding: str, your brief understanding of the game,
 – popular answer: float, the number which you think other players are most 

likely to choose,
 – answer: float, the number which you would like to choose,
 – reason: str, the brief reason why you give the popular answer and the an-

swer that way.

Subsequent prompt (after period 1).

 – The game of the same config has been held for {number of runs} run(s), 
and the historical choices of everyone are shown below (your id is {ID of 
the agent}: {historical information including (1) period index, (2) choices 
made by all agents, (3) average of the choices; (4) 2/3 of the average; (5) 
winner id}.

 – Everyone can optimise his/her answer with the history to play in a new 
run in order to achieve goals.

(Return to Section 3.1).
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A3. Additional details

For variations in group composition, I show below the payoff transition 
when playing against fixed strategy opponents:

I show below the payoff transition when playing with LLM-based opponents:
(Return to Section 3).

(A2a) (A2b) (A2c)

Figure A2. Transition of payoffs for low type LLM-based agent(s) vs. fixed-
strategy opponents in environments with Low Strategic Uncertainty (A2a), Mixed 

Strategic Uncertainty (A2b), and High Strategic Uncertainty (A2c)

Source: own work.

(A1a) (A1b) (A1c)

Figure A1. Transition of payoffs for high type LLM-based agent(s) vs. fixed-
-strategy opponents in environments with Low Strategic Uncertainty (A1a), 

Mixed Strategic Uncertainty (A1b), and High Strategic Uncertainty (A1c)

Source: own work.
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(A3a)

(A3d)

(A3b)

(A3e)

(A3c)

Figure A3. Transition of payoffs given variation in group composition for LLM 
vs. LLM-based agents in environments with Pure High Intelligent (A3a), Highly 
Intelligent (A3b), Mixed Intelligent (A3c), Less Intelligent (A3d), and Pure Low 

Intelligent (A3e)

Source: own work.
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